INTRODUCTION
TO DATA SCIENCE

This lecture is
based on course by E. Fox and C. Guestrin, Univ of Washington



Principal component analysis
B

Dimensionality

reduction
* Input data may have thousands or millions of

dimensions!
- e.g, text data
+ Dimensionality reduction: represent data with fewer
dimensions
- easler learning - fewer parameters
- visualization - hard to visualize more than 3D or 4D

- discover “intrinsic dimensionality” of data
* high dimensional data that is truly lower dimensional
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Lowering dimensionality projection
B

 Rather than picking a subset of the features, we can create

new features that are combinations of existing features
p— Eivsx (new) fegk

e s 31['3 2 1Sy )+ 3xa[2) 4 Tx:[37)+ -

i hts
r = . - - - - £
?J{ﬂ (Uth:: am) {"; ml'vﬂf)

* Let's see this in the unsupervised setting
- justx, but noy
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Lowering dimensionality projection
L
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Lowering dimensionality projection

5
Linear projection and reconstruction
In eqn:
A back ate [\, x[7)
:‘[.;:: Z; Ull ?uﬁ: \a,.,é,
E )
2
g
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. 2, 22 %0 2-1 e,
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O
Reconstruction:

Only knowing z,

o 1 2 3 2 . what was (x[1],x[2])?
#awesome
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Lowering dimensionality projection

6
Linear projection and reconstruction
In eqn:
A back ate [\, x[7)
:‘[.;:: Z; Ull ?uﬁ: \a,.,é,
E )
2
g
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O
Reconstruction:

Only knowing z,

o 1 2 3 2 . what was (x[1],x[2])?
#awesome
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Lowering dimensionality projection
I
What if we project onto d orthogonal vectors?

|n €an® 2.0 < ?ro“;:lﬁ"uu
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Perfect
reconstruction!
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“#Hawesome
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Lowering dimensionality projection
O

If | had to choose one of these vectors, which
do | prefer?

~#awful

N

)

(ess reCons Kuchon
o 1 2 3 z . evsos
#awesome

O = N W
\J
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Lowering dimensionality projection
O

What about over all single vectors?

Consider extreme data example:

#awful

C_Wm A:i“-bﬁnﬂ o‘:
grtaﬂé*‘f variatieng

O [ T N BN S

H#awesome
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Principal component analysis (PCA)
B

Basic idea

* Project d-dimensional data into k-dimensional space
while preserving as much information as possible:

- e.g., project space of 10000 words into 3-dimensions
- e.g., project 3-d into 2-d

« Choose projection with minimum reconstruction error
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Principal component analysis (PCA)
.

Basic PCA algorithm

* Form data matrix X
- Each row is a different data point...like our typical data tables

Recenter: subtract the mean from each row of X = X_

==

Spread/orientation calculag{pn: Compute the covariance matrix Z:

Yo =y S Xeslt s
i=1

--___: i ch’c £
pu-ks"

Find basis:

- Compute eigendecomposition of X ¢ card ol
- Select (ul@, —,ull@) to be eigenvectors with largest eigenvalues ~ 8i5earé o
, I rg oklhers

LA ey -7 7

U

Project data: Project each data point onto each vector
Y1) — = buky ed
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Principal component analysis (PCA)
N

Reconstruction

Using our principal components, reconstruct observation
In original domain: l.}mgm*c'

g Aireeten
" Y(1:4) * Z fZ[‘,Ju -
)(:l[l:d") = x[v: J
P
tL(
Mk& Ufﬂ"'ué
Mcﬂ-d\
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Principal component analysis (PCA)
N

Eigenfaces (turk, Pentland '91]

Input images: Principal components:

[+
'm\..ac W

J
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Principal component analysis (PCA)
.

Eigenfaces reconstruction

Each image corresponds to adding 8 principal components:

~ . of x;
on’(O UJ
econsk / com(" \mees @% B
{wo
mﬂ")’b Z_z C)) &+ X “— (m&se AA‘\'N&
meon  imey®
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Principal component analysis (PCA)
B

Scaling up

« Covariance matrix can be really big!
- Xisdbyd
- Say, only 10000 features
- finding eigenvectors is very slow...

» Use singular value decomposition (SVD)
- finds up to k eigenvectors
- great implementations available
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Recommender system: films
T

W e 0 Personalizacja

recommender system

Information overload

100 Hours a Minute ~ Browsing is “history”
What do | care about? - Need new ways

to discover content

Personalization: Connects users & items

viewers videos
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Recomender system: films

NETFLIX

Recently Watched

Suggestions for You m

1op Picks for Matthew

_Ac-‘.?) \ | L]VC MI_S M\\\I_M

rﬁ VT

Like: Lost: Season §

Connect users with movies
they may want to watch

-
ol L
[T
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Recomender system: music

PANDORA

N Now Playng 2 Mynic Faed A My Profie

Norwegian Weood (This Sird Has Flown) '
The Beaties

Lyrics

Recommendations form

coherent & diverse sequence
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Recomender system: friends
N

Friend recommendations

Users and “items”
are of the same "type”
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Recomender system: medicine
B

Drug-target interactions

Cobanoglu et al. '13

Ve

-~ Ndrugs \ Mtargets"\

What drug should we
‘repurpose” for some disease?
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Recomender system:

amazon.cmr Hep | Close window
. - ) e e

¥ Recommended for You

High Performance Web Sites:
Essential Knowledge for

Front-End Engineers

by Steve Souders (Author) @ Recommendations @

Our Price: $19.79 Here's a daily sample of items recommended for you. Click here to see all recommendat
Used & new fom $16.24

JOK 1&_]22( 1
r OCK INSI0E
\(Add toCart ) ( Add to Wish List 5 n
i Y g

w2 W

Because you purchased... m . S :
< % A
. . £ r’-'l”-:a<l.-’-f web Sites: — S
Programming Collective Intelligence: Building Serforma.... (Paperback) by imal, Soript (Paparback) Theatas
Steve Scuders by Kewvin Yank {Psperback
Smart Web 2.0 Applications (Paperback) oy i e (19) $26.37 .
by Toby s%arﬂn (Author) Fix this recommendation Fix this recommendation Fix this race

algorithms ~ Boxed Sets  Business & Culturs Java

Recommendations combine

Netwaorking  Networks, Protocols & APTs  New

sqQL

global & session interests
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Challenges: Type of feedback
N

* Explicit - user tells us what she likes

FOHOKHOK

* |mplicit — we try to infer what she likes from usage data
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Challenges: what is the goal ¢
I

Top K versus diverse outputs

« Top K recommendations may be very redundant

- People who liked Rocky 1 also enjoyed Rocky 2, Rocky 3, Rocky 4,
Rocky 5, ...

« Diverse recommendations
- Users are multi-facetted & want to hedge our bets
- Rocky 2, It's Always Sunny in Philadelphia, Gandhi
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Challenges: Cold-start problem
R

A new movies walks into a bar...

Cold-start problem: recommendations for new users or new movies

- Need side information about user/movie
« AK.A. features!

A(on aO’t""S, quwzj P

- Could also play 20-questions game...
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Challenges: evolving with time

That's so last year...

* Interests change over time...
- Is it 19677
- Or1977?
- Or 19887
- Or 19987
- Or 20117

* Models need flexibility to adapt to users .
— Macro scale macys.com

- Microscale jakgotion now
* And keep checking that system still accurate
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Challenges: Scalability
B

For N users and M movies, some approaches take O(N3+M3)
- Not so good for billions of users...

Big focus has been on:

- Efficient implementations
- Fast exact & approximate methods as needed
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Building a recomender system
N

Solution 0: Popularity

Solution 1: Classification model

Solution 2: People who bought this
also bought...

Solution 3: Discovering hidden structure
by matrix factorization
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Recommender system: popularity?

I
Simplest approach: Popularity

] ] ? E-MAILED BLOGGED SEARCHED
What are people viewing now: P ———
Catehing a Cald.
. 2, Magarine Preview: Coming Out in Middle Scyool
- Rank by global popularity T ——
4. Gossamer Silk, From Spiders Spun
5 Tieto Pets Has Germ Jumping to and Fro
6, Maurcen Dowd: Where the Wild Thing [s
7. Maureen Dowd: Blue Is the New Black
8. The Holy Grail of the Unconscioas
6. For Opening Night at the Metropolitan, a New Sound:
Booing
1. Eoonomic Scene: Medical Malpradice System Breeds
More Waste

Limitation:
- No personalization

— —

Go o Complate List »

[ CUSTOMZE HEADLINES

orialized ksl of headines based
&5, Gt Started »
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Recommender system: classification
I
What's the probability I'll buy this product?

User info

QLF,\ Purchase history
Product info

Other info

Pros: Cons:

- Personalized:

Considers user info & purchase history —7 Features may not be available

K- Features can capture context: - Often doesn't perform as well
Time of the day, what | just saw, ... as collaborative filtering
- Even handles limited user history: methods (next)
Age of user, ...
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Recommender system: co-occurence
N

Co-occurrence matrix

« People who bought diapers also bought baby wipes

« Matrix C:
store # users who bought both items i &

- (# items x # iterms) nm51tri:><i,‘;mS Yy o qulz,
A’/ Pu,rg,w(‘ nj
Voo &\ diopess

o
arnd ook W€

- Symmetric: # purchasing i & jsame as # forj&i (C; = C))
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Recommender system: co-occurence
.

Making recommendations using
CO-occurences

-9/
User I"\ purchased diapers

1. Look at diapers row of matrix

CO LGiels E""‘j .- +3

N0 e V1

2. Recommend other items with largest counts
- baby wipes, milk, baby food,...
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Recommender system: correlations
T

Co-occurrence matrix must be
normalized

What if there are very popular items?
- Popular baby item:

Pampers Swaddlers diapers -

- For any baby item (e.qg., i=Sophie gfraffex)
large count Cj; for j=Pampers Swaddlers

L mdlon j)
e 0 S Ces - T
RESCJL;% C‘DU'D disge” .. by S

- Drowns out other effects
- Recommend based on popularity
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Recommender system: co-occurence
.

Normalize co-occurrences:
Similarity matrix
Jaccard similarity: normalizes by popularity

- Who purchased i and j divided by who purchased j or j

Tkem 4 Leem J

Bopuichosed 4oenb )

T B pwechwsed 4o |
wi t«'ﬂﬂ*f""‘& *‘tm.s
P A p.nci J

Manv other similaritv metrics possible. e.a.. cosine similaritv
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Recommender system: co-occurence
N

Limitations

« Only current page matters, no history
- Recommend similar items to the one you bought

 What if you purchased many items?
- Want recommendations based on purchase history
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Recommender system: co-occurence
B

(Weighted) Average of purchased items

User \}\ bought items {diapers, milk}
- Compute user-specific score for each item j in inventory by
combining similarities: g{ﬂle e (Lcommend this 7

,.QJ /

an
SCO!’E( fx* s baby WprS} =12 (Sbaby wipes, diapers + Sbaby wipes, mi!k)

——

- Could also weight recent purchases more

¢ @
Sort Score(??,j) and find item j with highest similarity
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Recommender system: co-occurence
N

Limitations

* Does not utilize:

- context (e.qg., time of day)

— user features (e.q., age)

- product features (e.g., baby vs. electronics)
* Scalability — similarity matrix M? size
« Cold start problem

- What if a new user or product arrives?
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Recommender system: matrix factorization

=

Discovering hidden structure
by matrix factorization
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Flow chart

— X Yy
Training — —
Data
z S
)
t
S l——
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Training Data

B e
« Users watch movies and rate them

Each user only watches a few of the available movies
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Training Data: matrix completion

—;
Movies

« Data: Users score some movies

T?ating[u:vz.lmown for black cells

Rating(u,v) unknown for white cells L/- Cilling in
- a ?
* Goal: Filling missing data? | .= A A A B
= _. ot Interested
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Flow chart

— xﬁy
]
:
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ML model

a2 |
Suppose we had d topics for each
user & movie

* Describe movie v w with topics R,
- How much is it action, romance, drama,...

P P
Qv:[o.’% 0.0 1.6 -}

» Describe user u Q?ﬂ,with topics L,
- How much she likesgﬁtion,ﬁmanceﬁrama,... “*;;.,1‘
ALU-YH 0 08 - ] /°
* Rating(u,v) is the product of the two vectors @
Rz (0.3 o0\ g .0 s p3ap5x O LAYOD - T
Luws= [(2.& ©O 0.% --- ) §35% |.Cx0.00 4...=0%

Lu= 0 3. 00l .. ) —5H 0 x 00
« Recommendations: sort movies user hasn't watched by Rating(u,v)
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ML model

Predictions in matrix form

v

movLs

— “h
Rating=g
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Matrix factorisation model

Matrix factorization model:
Discovering topics from data

f2S
N o & MY k

#
= wodel W/ K depics -
¢ =1k R’
Rating=j‘ . @ L nk o+ km << nan
e
Parameters W pokit

R° of model wiing 2oly
blagk §quares T

. S ~ PO
* Only use obseried valﬂes to estimate "topic” vectors L, and R, i-;«w
« Use estimated L, and R, for recommendations

Many efficient algorithms for factorization

AOME (:or
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Matrix factorisation model

Is the problem well posed?

Can we uniquely identify the latent factors?

gt

H

If r,, Is described by L, , R, what happens if we redefine the "topics” as

~

LuzClu R = £ R,
Then, ~
L#'Rv: el thq -l (Lu Rz Lu-Ry = Tuy

\
Lot\nu *crnw'; love Same effoct. .- 6 rdron o ram el -b'-v-}/
Other (orthonormal) tranjformatlons can have the same effeclj I a{f

Cﬁﬁ’t U\ﬂmQW‘(y "C"’i"t‘\e\.j L,u ﬁv 7&“‘"’* ‘ﬂ;ﬂe\r\prrod‘tc‘k /
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Flow chart

Quality
metric

4/12/2024



Matrix factorisation model

Matrix factorization objective

R’

.
Parameters

of model

u

Rating= n

* Minimize mean squared error:
— (Other loss functions are possible)

min Z_ (L-u‘Rv"""'—w3

\._/'-J"_"* < o\
L', R Uy r'wi? ?rn;m'rck - F\C:f:k,mﬁ
N

'}
oh\‘f;\:; JAuwes

» Non-convex objective
Cn\)'.pjr_& X0 ConVesgencl 4o local met e
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Flow chart
|
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ML algorithm
o

Coordinate descent
MmN 6(“-’.)

Goal: Minimize some function g
ca(w)r j(wc,wu”'/ Wtb
Often, hard to find minimum for all coordinates, but easy for each coordinate

Coordinate descent:

. . A " ~ RKX1S -
W € E 3(“’w"'1 Wi @, wu“""vw?) al.‘gud
skeps
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ML algorithm

~so §
Coordinate descent for matrix factorization

. ] o 2
min Y (Lu- Ry —ru)

(uv):iryo#7

« Fix movie factors R,, optimize for user factors L,

—_—

* First key insight:

2 & ‘
min 2 ( '/ut?u-rug) VU‘ = %fs;'rurﬂ::;c'i‘h‘(
I,U,..}Ln Ei")"rw‘ﬁ?

. 1 fnd- & L- ?rabltm
c M S 2 (LV'R"' fuv) N CarP eoth user

LI}'"‘}L“ WA “‘,V“
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ML algorithm
I

Comments on coordinate descent

How do we pick next coordinate?
- Atrandom (“random” or “stochastic” coordinate descent), round robin, ...

No stepsize to choose!

Super useful approach for many problems

- Converges to optimum in some cases (e.g., "strongly convex’)
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ML algorithm

os2 4
Coordinate descent for matrix factorization

- . o 2
min Y (Lu- Ry —ruw)

(w,v)iryn#£?

* Fix movie factors R,, optimize for user factors L,

—_—

« First key insight:

2 b e
o 2 (LR Va2 S T
Ly b W0:fwt?

. 2 ind: & L. ?ro‘olz_m
- MmN 2 Z (LU'R" fuv) <“— CorP c‘.bk muser

LtI...’Lﬂ LA ’J"VH-
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ML algorithm
B

Minimize objective separately for each user

+ For each user u: win »  (Ly - By —1y,)?

Lu J2v, 0 Coneh NS
Q"Lé‘v"r

N

(

« Second key insight: Looks \ike \irear reqvession

vin 2 1ot i}
. :Z‘ (we %) - Ya

T~
wT

uJ/ tjrckc5r= desc.
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ML algorithm

Overall coordinate descent algorithm

. ) o 9
1})1}1}]:{1 Z (Ly - Ry — 71yw)
(u,v):rue#?

. @ optimize for user factors
—_—
= Tndependent least-squares over users

veVy

. ’\@E optimize for movie factors
——— A

- Independent least-squares over maovies
néin E (Ly - Ry —1u0)? & N [[ Rtl
Y ouel,

« System may be underdetermined: Uce vt ﬂ‘*‘ rLat o)

+ Convergesto lpeg) optimo
« Choices of reqgularizers and impact on algorithm:

Lo £ Ly FlLlly > cidee
w ASS O
L| . E'.. (U,U'“| — {
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Flow chart

Feature

Training

extraction
Data

ML algorithm

Quality
metric
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Recommendation

I
Using the results of matrix factorization

N
Discover “topics” R, for each moviev — Rv

/N
Discover “topics” L, foreachuseru —> L u

A
Score(u,v) is the product of the two vectors = t. Ry
Predict how much a user will like a movie v

+ Recommendations: sort movies user hasn't watched by Score(u,v)

raCGMM¢nJ movies V w/ \qu\nﬁ# Score (u,u)
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Example topics discovered from Wikipedia

Application to text data:

u
F

partylaw  yorkcounty centuryking enginecar wararmy.y

government americanunited romanempiregreekdesignmodelcars forces battie force britsh

electioncourt dty washington john be ancient emperor i production built engines command
- ini klngdom penod cty vehicle class models Civiso

presidentelected ~ ®X@sservedvirginia "

council geﬂeta. MINISIEr  chcano wilks ging north n mdvamdes desagnad

er §
political natona me

eneral ng

whitered
blackblueczied

COlOr will hnad green goid side

_seasonteam

maﬂ"edfam“y game leaguegam%speC'es - art mUSOIJmV{Oﬂ(
Kingdaughterjohn played coach footbal y
deathwilliam father Y
bom wife royal ireland
irish henry house lord
chanes sir pnnce brother

usen duke

Lbercts sl
'll i

albumband radiostation

SChOOI s!udents song released newstelevision
hK srgla raccess CNANNEI broadcast
wease  Stations network meomx, "

delbums  bros

age 18 population music.

income average years

mu

¥ perfurmance

lw‘quh

. city housanok miles das,

SMOrcan
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Limitations of matrix factorisation

« Cold-start problem

— This model still cannot handle a new user or movie

Rating =
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Cold-start problem more formally
=R

Consider a new user u’ and predicting that user’s ratings — L’
— No previcus observations ? V /

-,

r" W i'u =
. . . o
— Objective considered so far: o 3&{"“;

goes "

.1 A
%1%1 B (Lu}/)ruv)z + ?HHL”%‘ ?ﬂ”R”%‘
1 @F‘p"uv*.! Mfm
[;‘a‘ie/ e
— Optimal user factor:

Lu" = O on\'f Tmn»l*'-; Xevm @resent

— Predicted user ratings:

always eﬂé‘"‘c vz D NV ?”Htmr

G.
n Lu! h?’ﬁhﬁ‘s)
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Combining features and topics
N

+ Features capture context User info

- Time of day, what [ just saw, Movie info
user info, past purchases,...

« Discovered topics from matrix factorization capture
groups of users who behave similarly
- Women from Seattle who teach and have a baby

+ Combine to mitigate cold-start problem

- Ratings for a new user from features only

- As more information about user is discovered,
matrix factorization topics become more relevant
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Colaborative filtering
N

Create feature vector for each movie (often have this even for new movies):
yerr , direckor

gence
é(”’ M’npn lﬂq"l) Toarentino, - )

Define weights on these features for how much all users like each feature
E#-

We vyeckor of same \w@’c‘ﬁ

Fit linear model:

bard
or ol users, Cuy = W ¢(U) B 1#.5‘5!"-’”

mode)
Minimize:
min *7 ¢>b‘) f—wB “+ >\ ““’[ &— ,,.J;:c"f
(v
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Building in personalization
I

« Of course, users do not have identical preferences

Include a user-specific deviation from the global set of user weights:

If we don't have any observations about a user, use wisdom of the crowd

As we gain more information about the user, forget the crowd

Can add in user-specific features, and cross-features, too
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Featurized matrix factorization:

combined approach
mh

Feature-based approach:

- Feature representation of user and movies fixed
- (Can address cold-start problem

Matrix factorization approach:

- Suffers from cold-start problem
- User & movie features are learned from data

Aunffied model: g, = L,eRy + 0w Py

Solve  Via cesrd. desc., 3r4c|. de sc . =tC.
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Blending models

» Squeezing last bit of accuracy by
blending models

« Netflix Prize 2006-2009
- 100M ratings
- 17,770 movies
- 480,189 users

- Predict 3 million %
ratings to -l
highest accuracy |

- Winning team blended over 100 models

. 2009-06-25 22:15:51
2009-05-13 08:14:09
2009-06-12 08:20:24
2009-04-22 055702
2009-06-23 23.06:52

4/12/2024



Recommender system: how effective?
s

The world of all baby products




Recommending system: how effective?
oo

User likes subset of items
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Recommender system: how effective?
I
Why not use classification accuracy?

 Classification accuracy = fraction of items correctly classified
(iked vs. not liked)

* Here, not interested in what a person does not like

« Rather, how quickly can we discover the relatively few liked items?
- (Partially) an imbalanced class problem
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Recommending system: how effective?
s

How many liked items were
ded?

. #liked & shown
Vo\g ‘.’~ i
\‘,, 7 ked

4/12/2024



Recommending system: how effective?
oo

How many recommended items

were liked?

Precision

# liked & shown
# shown
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Recommending system: how effective?

=

Precision-recall curve

* Input: A specific recommender system
» Output: Algorithm-specific precision-recall curve

* To draw curve, vary threshold on # items recommended
- For each setting, calculate the precision and recall

an @m‘mmw

precision —

recall |
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Recommending system: how effective?
o
Which Algorithm is Best?

* For a given precision, want recall as large as possible (or vice versa)
* One metric: largest area under the curve (AUC)

+ Another: set desired recall and maximize precisign (precision at k)

—_—

precision
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Recommender system
T

« Collaborative filtering

Matrix factorization
« PCA

« Coordinate descent

A\ls[eldiialagks ¢ Eigen decomposition
e« SVD

e Matrix completion, eigenvalues,
Concepts random projections, cold-start
problem, diversity, scaling up
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