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This lecture is based on course by
M. Cetinkaya-Rundel, Duke University
Data Analysis and Statistical Inference



Statistical inference

S
0 Lets start with small case study:

1 gender discrimination

» 48 male bank supervisors given the same
personnel file, asked to judge whether the person
should be promoted

» files were identical, except for gender of applicant
» random assignment
» 35/ 48 promoted

» are females are unfairly discriminated against?
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Statistical inference: case study
N

data
DO Otuo
DIO Oted OL PIro Oted Old
male 21 3 24
gender
female 14 10 24
total 35 13 48

% of males promoted = 21/24 ~ $S%
7% of ferales promoted = 14/ 24 ~ 8SZ
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Statistical inference: case study
B

null hypothesis

"There is nothing going on” tWO Compe‘tlng Clalms
promotion and gender are

independent, no gender
discrimination, observed
difference in proportions is

SV ASISSN - [ternative hypothesis

"There is something going on"
promotion and gender are
dependent, there is gender

discrimination, observed

difference in proportions is
not due to chance.
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Statistical inference: case study
N

null hypothesis alternative hypothesis

Ho: Defendant is innocent| | Ha: Defendant is guilty

present the evidence

collect data

“Could these data plausibly have
happened by chance if the null
hypothesis were true?”

Fail to reject Ho Reject Ho
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Statistical inference: case study

recap: hypothesis testing framework
» start with a null hypothesis (Ho) that represents the status quo

» set an alternative hypothesis (Ha) that represents the research question, L.e.
what we're testing for

» conduct a hypothesis test under the assumption that the null hypothesis is
true, either via simulation or theoretical methods

» If the test results suggest that the data do not provide convincing evidence
for the alternative hypothesis, stick with the null hypothesis

» if they do, then reject the null hypothesis in favor of the alternative
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Statistical inference: case study
B

simulation scheme
[use a deck of playing cards to simulate this experiment]

|. face card: not promoted, non-face card: promoted
» set aside the jokers, consider aces as face cards
» take out 3 aces — exactly |3 face cards left in the deck (face cards:A K Q, J)

» take out a number card — 35 number (non-face) cards left in the deck (number cards: 2-10)

2. shuffle the cards, deal into two groups of size 24, representing males and females

it

count how many number cards are in each group (representing promoted files)

4. calculate the proportion of promoted files in each group, take the difference (male -
female), and record this value

5. repeat steps 2 - 4 many times
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Statistical inference: case study

StEp |: 35 number (non-face) cards 13 face cards
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Statistical inference: case study
B
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Statistical inference: case study
B

Steps 3&4: o
Y
Shuffle and e
split into
two groups v wifiv wf
U"V V:U
of 24 A Azl Asleh dp
4 q E B8|7 B
| (males and females ‘s ‘: : : :"‘: :::
W Wit Wi Wlre wi=w Wz

ia aifia aMie 43
s Ve
;'! 1';1;1' t; 50 {5
Males Females Te +35e ¢5Ew wil2
18 promoted 17 promoted + v
18 /24 =0.75 17 /24 = 0.708 |14 1l o5/ ss
iw wiliw wilfa ad

v |a'a
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In aiZa a3Fa a3l
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Statistical inference: case study
B

: 3 g p-value = 0.05
1 ] 1 1 1 1 1 1 1
-0.4 -0.2 (0] 0.2 T 0.4
Difference in promotion rates 0.30

Result of promotion
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Statistical inference: case study
B

making a decision

» results from the simulations look like the data — the
difference between the proportions of promoted
files between males and females was due to chance
(promotion and gender are independent)

» results from the simulations do not look like the data
— the difference between the proportions of
promoted files between males and females was not
due to chance, but due to an actual effect of gender
(promotion and gender are dependent)
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Statistical inference: case study
N

summary

» set a null and an alternative hypothesis

» simulate the experiment assuming that the
null hypothesis is true

» evaluated the probability of observing an
p-value outcome at least as extreme as the one
observed in the original data

» and if this probability is low, reject the null
hypothesis in favor of the alternative
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Probability and distributions
.

probability 8 conditional
rules probability

probability
distributions
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Random process

In a random process we know what outcomes could happen,
but we don't know which particular outcome will happen.
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Probability

-

P(A) = There are several possible interpretations of

probability but they (almost) completely agree on
the mathematical rules probability must follow: '

0 < PA) < |

probability © Probability
of event A

. T =3 . B C—

A

frequentist interpretation H bayesian interpretation

The probability of an outcome is the A Bayesian interprets probability as a
proportion of times the outcome would B subjective degree of belief.

occur If we observed the random

process an infinite number of times. § Largely popularized by revolutionary
advance In computational technology and
methods durlng the last twenty years.

i

e

Photo by dahistroms on Flickr (http//wwwiflickrcom/photos/dahlstroms/527634847.
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Law of Large Numbers
2

law of large numbers states that as more observations are collected,
the proportion of occurrences with a particular outcome converges
to the probability of that outcome.

0.30

o

examples oz

0201
A b - -
Pa 015-

0.10 -
0.05

0.00 -

1 10 100 1,000 10,000 100,000

n (number of rolls)
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Disjoint (mutually exclusive)

EN
disjoint (mutually exclusive) events non-disjoint events can happen at the
cannot happen at the same time. same time.
» the outcome of a single coin toss cannot  » a student can get an A in Stats and A in
be a head and a tall. Econ in the same semester.

a student can’t both fail and pass a class.
» asingle card drawn from a deck cannot
be an ace and a queen.

B B

P(AandB):O P(AG”C’B)¢O
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Union of disjoint events

;.
= AT or 3)
What is the probability of drawing a Jack or a = AD -+ A3

three from a well shuffled full deck of cards? ; Calsd) ol
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Union of ono-disjoint events
N

What is the probability of drawing a Jack or AJ or red)
a red card from a well shuffled full deck of = AP + Ared) - AT and red)
cards? = (4/52) + (2¢/52) - (2/52)

R 0-53%

9| Fornon-disjoint events A and B,
= P(A or B) = P(A) + P(B) - P(A and B)

17,/01/2024



General addition rule

General addition rule:

P(A or B) = P(A) + P(B) - P(A and B)

Note:When A and B are disjoint, P(A and B) = 0, so the formula simplifies to
P(A or B) = P(A) + P(B).
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Sample space
N

a sample space is a collection of all possible outcomes of a trial.

A couple has two kids, what is the sample space for the sex of these
kids? For simplicity assume that sex can only be male or female.

S =EMM,F7, FM, MF 3
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Probability distributions

a probabllity distribution lists all possible outcomes in the sample space,
and the probabilities with which they occur.

head - tail - head - tail -

one toss head tail DA OS5 NN tail tail head
probability| 0.5 0.5 probability| 025 | 025 | 025 | 025

|. the events listed must be disjoint
2. each probability must be between O and |
3. the probabilities must total |

rules

17,/01/2024



Complementary events
I

complementary events are two mutually exclusive events whose
probabilities that add up to |.

C.omfo/e rrent ary COM/D/ emen’c“a/y

S head - tail - head - tail -
one toss head . tail | tail head
probability probability | 0.25
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Disjoint vs complementary

Do the sum of probabilities of two disjoint
outcomes always add up to |?

Not necessarily, there may be more than 2
outcomes In the sample space.

Do the sum of probabilities of two
complementary outcomes always add up to 1? C-omp/em

M'ofhf

Yes, that's the definition of complementary.
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Independence
i

two processes are independent If knowing the outcome of one
provides no useful information about the outcome of the other

| st toss 2nd toss | st draw 2nd draw

*.\ py
| v r

P(A) = 3/5] P()=4/5I

P(H) = 05 _ 05

outcomes of two tosses of a coin are outcomes of two draws from a deck of
Independent cards (without replacement) are dependent

Image sources:

Card: Open Clip Art lerary (httpjlopencl_part org/cgi- bin/nawglte/recreanon/g@es/cardslwhrte)
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Independence
2

Checking for independence:

P(A |63) = P(A), then A and B are independent.
\\]91‘\/8/7
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Independence
N

two Processes are

two events that are iIndependent
disjoint iIf knowing the outcome
(mutually exclusive) of one
cannot happen provides no useful
at the same time iInformation about the

outcome of the other

| S— _———— @ Uae— S—

P(A and B) = 0 P(A | B) = P(A)
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Independence

®bHe <«
@® ccen < dis jornt
< &

® bown 4

one baby:

. dependent /
two babies: .'
/ na’e/pe nde it

Image source: http//totallyrelatable com/wp-content/uploads/2014/0 | /baby-clip-art-black-and-white-photography-gallery-9vesmzs7/n png
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Determining dependence
o

determining dependence based on sample data

observed difference
between conditional —®  dependence —® hypothesis test
probabilities

/ \. If difference is large, there
v

s stronger evidence that
the difference Is real

If sample size is large, even a small
difference can provide strong
evidence of a real difference
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Determining dependence

Product rule for independent events:

If A and B are independent, P(A and B) = P(A) x P(B)

You toss a coin twice, what is the probability of getting two tails in a row?
Atwo tails in a roew) =

= A7 on the \st toss) X AT on the 2nd 2oss)
=(/2) x (1/2)

=1/4

Note: If AlLAz2,... Acare independent, P(AI and A2 and ... A) = P(AI1) x P(A2) x ...x P(Ax)
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Example: probability
B

» sample spaces

» disjoint, complementary, and
Independent events

» addition rule for unions of events

» multiplication rule for joint probabilities
for independent events
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Example

The World Values Survey is an ongoing worldwide survey that polls the world
population about perceptions of life, work, family, politics, etc.

The most recent phase of the survey that polled 77,882 people from 57
countries estimates that a 36.2% of the world's population agree with the
statement "Men should have more right to a job than women."

The survey also estimates that 13.8% of people have a university degree or higher,
and that 3.6% of people fit both criteria.

ﬂ(}ggrexa) = 0357

Kfiﬁree & zern. d'eﬁ!*ee) = 0.036

Survey: hitp/iwwwworldvaluessurveyorg/
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Example
I

(1) Are agreeing with the statement "Men should have more right to a job than
women" and having a university degree or higher disjoint events?

;:(aﬁree) = ) 25D

A agree & wrn. degfee) = 0.03 *0—» not df@'ofn?f
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Example
s

(2) Draw aVenn diagram summarizing the variables and their associated
probabilities.

o=

q&ﬁ)‘e&) = O Eel

agree
5{ aﬁree & wni. deﬂree) = 0.036

0-326 0-036

0-362 = 0-036 = 0-326
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Example

(3) What is the probability that a
randomly drawn person has a

more right to a job than women?

university degree or higher or agrees | Kagree) = 0.3¢:2
with the statement about men having| ' - & :

A agree or U . a(egree>

= X ajree) + A wuni .a/egree> - X agree & wni. degree>

= 0.362 + 0135 - 0.036
= 0.464

P(agree & . degree> = 0.03

General addition rule:
P(A or B) = P(A) + P(B) - P(A and B)

agree

0226 0036

0326 + 0.03¢6 + 0102 = 04964
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Example
S

(4) What percent of the world
population do not have a university
degree and disagree with the
statement about men having more
right to a job than women? ARun. degree) = .35 053(9

0326 0036

A agree) = 0.362

A agree & ceni. c{egree> = 0-036
A agree or wni. degree) 0464

A neither agree nor Ui . degree)

=1 -~ agree or Ui . a/egree)

=1 = 0464 = 0-536
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Example

(5) Does it appear that the event
that someone agrees with the
statement is independent of the
event that they have a university
degree or higher?

0-326 ©-036

P(agree) = 0.362

F(agree & wri. c/egree> = 0.036

Product rule for independent events:
If A and B are independent, P(A and B) = P(A) x P(B)

A agree & wni. degree) 7=?7 X agree> x Awni. a/egree)

0.036 7=7 0.3¢62 X 0.3
0.-03¢ = 0.05 —p 1ot independent

17,/01/2024



Example
=

(6) What is the probability that at least | in 5 randomly selected people agree
with the statement about men having more right to a job than women?

A agl‘ee> = 0.342

S = £o,@ —> S = {0, & feas? 13

A at leas? | ajree)

| = A nonre 623)‘&9.)

F(cﬁ'sagree)
=I—R,2222@ '=|—-P(a3ree)
=1 - 0.635° < = | = 0.362

| = 0106 = 0.594 Q¢33
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Conditional probability

I I ———
study

ADOLESCENTS’ UNDERSTANDING OF SOCIAL CLASS

study examining teens’ beliefs about social class

sample: 48 working class and 50 upper middle class 16-
year-olds

study design:

- “objective” assignment to social class based on self-
reported measures of both parents’ occupation and
education, and household income

- “subjective” association based on survey questions

Study reference: Goodman, Elizabeth, et al. "Adolescents’ understanding of social class: a comparison of
white upper middle class and working class youth." journal of adolescent heatth 27.2 (2000): 80-83.
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Conditional probability
N

results: objective social class position

working class upper middle class

poor 0 0

subjective working class 8 0

social class middle class 32 13

identity | upper middle class 8 37

u class 0 0

Ota 48 U
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Marginal probability

mar‘glnal objective social class position
working class

poor 0 0
subjective | working class 8 0
social class middle class 32 13

identity | upper middle class 8
upper class 0

What is the probability that a student’s objective A o] UMC)
social class position is upper middle class? =50/ 98 ® 0.5l
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Joint probability
I

j o I Nt objective social class position
working class iddle
subjective objective poor 0 | 0 0
U{'::LCT— . UMC subjective M -8 \’60\ 8
S A ial class — V1 A
L o4 identity 8
| upper class 0 0
AQ 0 08
What is the probability that a student's Aodbj UMC & subj UMC)
objective position and subjective identity are
both upper middle class? =372/ 98 = 038
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Conditional probability

conditional il cass positon
e cls ss  upper middle class
poor 0 0 0
subjective working class 8 0 8
social class|  middleclass | I3
identity Liggs 37
upperclass | O ! 0 0
3 48 0 98
What .is thg probabil'rty_ that a studen'.c who i§ Asubj UMC | ob; 2C)
objectively in the working class associates with
upper middle class? =8/ 48 ® 017

17,/01/2024



Conditional probability

Bayes' theorem:

P(A and B)

P(A|B) = P@®)

objective social class position

working class

upper middle class

subjective
social class

A sudi UMC | obj WC) =

identity

Asubj UMC & ob] £C) 5 / 95

poor 0 0
working class 8 0
middle class 32 13
upper middle 8 37
upper class 0 0

;(oé/' 4C)

48 / 9%

17,/01/2024
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Probability trees
N

PAAIB) = PBA)

You have |00 emalils in your inbox: 60 are spam,
40 are not. Of the 60 spam emalils, 35 contain the
word “free”. Of the rest, 3 contain the word “free”.
If an emall contains the word “free”, what is the
probability that it is spam?

“ L — =
b free(.&_ggam and “free”

/ """" 60 <.[‘.9..ff?.?.- 25| spam and no “free” .

HEO —_— /5(5/9(207 | free) =
\ 105 fes 3 | not spam and fr_qQ 35 + 3

..... 40 --...1-4------"
<p_<_)__ff_e_<_e__ 37| not spam and no “free” =092
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Probability trees

TSRS
As of 2009, Swaziland had the highest HIV prevalence in the world. - 7? R
25.9% of this country's population is infected with HIV. The ELISA L TN
test is one of the first and most accurate tests for HIV. For those " ) =
who carry HIV, the ELISA test is 99.7% accurate. For those who do j—ﬁﬂ-e—\“‘ﬁ N
not carry HIV, the test is 92.6% accurate. If an individual from ﬁ \'-’ - =

Swaziland has tested positive, what is the probability that he carries *
HIV?

ATV = 0.259

A+ | HIV) = 0.9972 A -1 no HIV) = 0.92¢4
Zree d/ag/‘dm i

AT | +) =

Image source: http//en wikipedia org/wiki/File:l ocation Swaziland AU Africa.

Data source: CIA Factbook, Count"y Companson HIV/AIDS Adutt Prevalence Rate
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Probability trees

A+ | Y2V AADS x K+ | WD = AHD/ and +)
" / vy 0997 ——p 0-259 X 0997 {0-25825”
0-259 -
WLV AT/ and )
—> 0.259 X 0-003 = 0-000%
) A +)
A+ | no YHIV) > e = 082
| — 0926 0-2552 + 0.054%
WV N\ T 0-257 / = 0074 ——3 0.741 x 0.074 =(Q.0545)
rno
= 0. 74 \\\\\~\\\\\\\ A no ALV and +)
Ano /I & » 0926 ——Pp O0.Z4 X 0.926 = 0-6$62

A~ | no YIV) A rno IV and =)
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Probability trees
I

If an individual from Swaziland has tested positive,
what is the probability that he carries HIV?

P(HIV | +) = 0.82

There 1s an 82% chance

that an individual from Swaziland
who has tested positive
actually carries HIV.
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Bayesian inference

What is the probability of
rolling =4 with a 6-sided die?

S = 21,2,3[»4,5,4,]3
Azq) =3/¢6=1/2=0.s

What is the probability of
rolling =4 with a |2-sided die?

S = £')2)3)(4)5)é)'-7)8;?;'0)")'%;
Azq) = 9/12 = 3/4 = 0.75
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Bayesian inference

I e ——
"good die”

Say you're playing a game where the goal is
to roll = 4. If you could get your pick, which
die would you prefer to play this game with?

3ood die

(2) (b)
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Bayesian inference

B
rules s v
o
@ T
hypotheses and decisions LEFT RIGHT
’
Truth
Right good, Right bad,
Left bad Left good
pick Right RCIRVTRLER-Z1TEY You lose :(
Decision '
pick Left You lose :( You win the game! costof certainty from
losing more data
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LEFT RIGHT

Bayesian inference A
N [

before you collect data

Before we collect any data, you have no idea if | am holding the good die
(12-sided) on the right hand or the left hand. Then, what are the
probabllities associated with the following hypotheses?

Hi: good die on the Right (bad die on the Left)

H2: good die on the Left (bad die on the Right)

P(H|: good die on the Right)! P(H2: good die on the Left)
a 0.33 0.67 a
@)) 0.5 0.5 = prior
(©) 0 | |
(d) 025 | o
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LEFT RIGHT l

Bayesian inference
=N

after you see the data

You chose the right hand, and you won (rolled a number >4). Having
observed this data point how, if at all, do the probabillities you assign to the

same set of hypotheses change?
Hi: good die on the Right (bad die on the Left)
Ha: good die on the Left (bad die on the Right)

P(H\: good die on the Right)| P(H2: good die on the Left)
(a) 0.5 0.5
<@' more than 0.5 less than 0.5
(o) less than 0.5 more than 0.5
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Bayesian inference

------------ 0.75
Hi: good die on the Right <
----- 0.5
- et (S

\ =
----- 0.5
Ha: bad die on the Right <4 05

05 x075= 0375

0:5x 025 = 0.125

05x05=025

05x05=025

-
—

A 3ood die on Zhe @3/){ / you rolled z4 with the die on Zhe ’63/72‘) =

A qood & & = 7 /72‘> -
- eﬁ/’t 4 @ . O3¢5 = 0.6
R zq Kight) 0.375 + 0.25
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Bayesian inference

T
posterior

» The probability we just calculated is also called the posterior probability.
P(Hi: good die on the Right | you rolled =4 with the die on the Right)
» Posterior probability is generally defined as P(hypothesis | data).

» It tells us the probability of a hypothesis we set forth, given the data we
Just observed.

» It depends on both the prior probability we set and the observed data.

» This is different than what we calculated at the end of the randomization
test on gender discrimination — the probability of observed or more
extreme data given the null hypothesis being true, i.e. P(data | hypothesis),
also called a p-value.
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Bayesian inference

e
updating the prior

» In the Bayesian approach, we evaluate claims iteratively as we collect
more data.

» In the next iteration (roll) we get to take advantage of what we
learned from the data.

» In other words, we update our prior with our posterior probability
from the previous iteration.

P(H\: good die on the Right) | P(H2: good die on the Left)
0.6 0.4

updated:
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Bayesian inference
I

recap

4

Take advantage of prior information, like a previously published study
or a physical model.

Naturally integrate data as you collect it, and update your priors.
Avoid the counter-intuitive definition of a p-value:
P(observed or more extreme outcome | HO is true)
Instead base decisions on the posterior probability:
P(hypothesis is true | observed data)

A good prior helps, a bad prior hurts, but the prior matters less the
more data you have.

More advanced Bayesian techniques offer flexibility not present in
Frequentist models.
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Normal distribution
S

standard
» unimodal and symmetric meaQ deviation
» bell curve
» follows very strict guidelines about d
how variably the data are
distributed around the mean
» many variables are nearly normal,

but none are exactly normal
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Normal distribution

(N(U'—‘0.0':
N(p=19,0=3)
| | | —
0 10 20 30
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Foundation for inference
B

central
Limit
theorem

sampling
variability

confidence -
statistical intervals & significance,

inference hypothesis confidence,
tests power
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Sampling distribution

i o
»| sample statistic

-| sample statistic

population

*| sample statistic

* sample statisticj

sample sampling

distribations s distribution
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Sampling distribution

C BN 1000

N = pop size

WY: Twy 1, Twy,2: "

331+-'L'2+ "+ IN

sampling distribution

ik \/Zz_ T; — %)? mean(Z) ~

»T | standard error $D@) < &
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Central Limit Theorem
D ——————

Central Limit Theorem (CLT): The distribution of sample statistics is nearly
normal, centered at the population mean, and with a standard deviation equal
to the population standard deviation divided by square root of the sample size.

; 5B
mNN(mean—u,SE—\/ﬁ)

I I

S /?(We center \S/Jread

Conditions for the CLT:

|.  Independence: Sampled observations must be independent.
» random sample/assignment
» if sampling without replacement, n < 0% of population

2. Sample sizelskew: Either the population distribution is normal, or if the population
distribution is skewed, the sample size is large (rule of thumb: n > 30).
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Example
I

Suppose my iPod has 3,000 songs. The histogram below shows the distribution of the
lengths of these songs. We also know that, for this iPod, the mean length is 3.45
minutes and the standard deviation is .63 minutes. Calculate the probability that a
randomly selected song lasts more than 5 minutes.

800 X = /ergf/? of one Song
600 350 H oo 25 - 20 + s
— AX > g) =
3000
200 —
= 500 / 3000
0
7 > A 6 8 10 X OIF
Length of song
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Example
I

I'm about to take a trip to visit my 6 Aours = 3460 rurniles

parents and the drive is 6 hours. |
make a random playlist of 100 songs. | X, + X, + ... + Xoo 2L 240 prn) = 7

What is the probability that my =1

playlist lasts the entire drive? 2 gy 2 3y e 1

v = = S .63 o

X ~ Mmean = L = 3.45, SE R 0.163)
3.6 — 3.4s5

<A e O

345 36

AZ > 0.92) = 0179
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Example

Four plots: Determine which plot (A, B, or C) is which.

(1) The distribution for a population (p = 10,0 =7),

(2) a single random sample of 100 observations from this prL&EﬁiDﬂ,

(3) a distribution of 100 sample means from rapndom samples with size 7, and

A
(4) a distribution of 100 sample means from ra,rl‘udt:::m samples with size 49. ¥

20
15
10
5
0

0 0
4 6 B 10 12 14 16 18 © & 10 15 20 25 30 35 8 9 1 11 12
Plot A Plot B Plot C

Population 30 30
n=10 — 25
c=7 20 20

15
10
=

o
=
[
o
o
=
oy
=
3

17,/01/2024



Confidence interval (for a mean)
I

A plausible range of values for the population parameter is called a
confidence interval.

» If we report a point estimate, we probably won't hit the exact
population parameter.

» If we report a range of plausible values we have a good shot at
capturing the parameter.

Spear fishing: Photo by Chris Penny on Flickr: http/fwww flickrcom/photos/clearlydived/7029 1096 17, CC-BY 2.0 http://creativecommons.org/licenses/by/2 O/
Net: Photo by ozgurmulazimoglu on Flickr: htip//www flickrcom/photos/mulazimoglu/5 195133899 CC-A 3.0 hittp//creativecommons org/licenses/by/3 0/deed en
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Confidence interval
oo

Central Limit Theorem (CLT):

ENN(mwnzmSEzé%

= X :

/ 68% .\

P
95%

A = b,
r, | | 99.7% | .7

approximade 9s% CIL: X H25€ |

M(’d‘ﬂfﬁ of error (ME)
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Confidence interval
B

Confidence interval for a population mean: Computed as the sample mean
plus/minus a margin of error (crrtical value corresponding to the middle XX% of

the normal distribution times the standard error of the sampling distribution).

- S
T4z —

\/ﬁ

Conditions for this confidence interval:
|. Independence: Sampled observations must be independent.
» random sample/assignment
» if sampling without replacement, n < 10% of population
2. Sample sizelskew: n = 30, larger if the population distribution is very skewed.

17,/01/2024



Confidence interval

=

finding the critical value )
95% confidence vR

(1 - 098 / 2

> gnorm(0.023)
[1] -1.96
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Confidence level
7

confidence level

» Suppose we took many samples . .
and built a confidence interval from —
each sample using the equation 5 =

point estimate = 1.96 x SE -

L]

» Then about 95% of those intervals -
would contain the true population :
mean (). : S

» Commonly used confidence levels in |
practice are 90%, 95%, 98%, and 99%.
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Confidence level

=

If we want to be very certain that we capture the population
parameter; should we use adwider intervalior a narrower interval?

°
Ll &
T -
P~
°-
| &
T -
i -
: -
.
' &
: °
d
' 2
0 -
. 2
-
|
o i
|
el
—e
e \
-
'
°
g T
+
T . g
L
1
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Confidence level
2

99%, extends —2.58 to 2.58

95%, extends —1.96 to 1.96

standard deviations from the mean

CL | width | accuracy | -20F / -29C

precision |
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Confidence level

increase sample Size
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Required sample size
B

backtracking to n for a given ME

given a target margin of error, confidence level, and information on the
variability of the sample (or the population), we can determine the required
sample size to achieve the desired margin of error.

N _ 5%8
ME =z \/ﬁ —n (ME)
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Examples: Confidence interval
N

The General Social Survey asks:“For how many days during the past 30 days was your mental health,
which includes stress, depression, and problems with emotions, not good?!” Based on responses from
I, 151 US residents, the survey reported a 95% confidence interval of 3.40 to 4.24 days in 2010.
Interpret this interval in context of the data.

We are ?5% contfident ¢hat ffme.rfddl:-ﬁ on
average have 3.40 Co 4.24 bad mental health
da/s per month.
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Examples: Confidence interval

= ...

The General Social Survey asks:"For how many days during the past 30 days was your mental health,
which includes stress, depression, and problems with emotions, not good?” Based on responses from
|,151 US residents, the survey reported a 95% confidence interval of 3.40 to 4.24 days in 2010.

In this context, what does a 95% confidence level mean?

9s% of randosr Samp/es of sl Americans
erll yield CLs that capture the Crue
population mean of number of bad mental
health days per month.
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Examples: Confidence interval

=

The General Social Survey asks:“For how many days during the past 30 days was your mental health,
which includes stress, depression, and problems with emotions, not good?”’ Based on responses from
I,151 US residents, the survey reported a 95% confidence interval of 3.40 to 4.24 days in 2010.

Suppose the researchers think a 99% confidence level would be more appropriate for this
interval. Will this new interval be narrower or wider than the 95% confidence interval?

As CL increases so does the widdh of the
confidence interval, So cider.
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Hypothesis testing framework
B

» We start with a null hypothesis (Ho) that represents the status quo.

» We also have an alternative hypothesis (Ha) that represents our
research question, .e. what we're testing for.

» We conduct a hypothesis test under the assumption that the null
hypothesis is true, either via simulation or theoretical
methods — methods that rely on the CLT

» If the test results suggest that the data do not provide convincing
evidence for the alternative hypothesis, we stick with the null
hypothesis. If they do, then we reject the null hypothesis in favor of
the alternative.
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Example
I

Researchers investigating characteristics of gifted children collected data from
schools in a large city on a random sample of thirty-six children who were
identified as gifted children soon after they reached the age of four: In this study,
along with variables on the children, the researchers also collected data on their
mothers’ IQ scores. The histogram shows the distribution of these data, and also
provided are some sample statistics.

S aSvlin
*y m
«m

36
101
118.2
6.5

| T | | T | T |
100 105 110 1156 120 125 130 135 o 131

Mother's 1Q

Raven Matrix, Life of Riley (CC-BY-SA 3 0): http-//en wikipedia org/wiki/File:R Matri
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Example
i

Perform a hypothesis test to evaluate if these data provide convincing evidence of a difference
between the average |Q score of mothers of gifted children and the average |Q score for the
population at large, which is 100. Use a significance level of 0.01.

I. Set the hypotheses |1 = average Z§ score of mothers of g#ted children
ot =100  Ha' b =100

n | 36

] . min | 101
2. Calculate the point estimate mean | 118.2
= sd | 65
X = ”g -'? 100 105 110 115 1$ 125 13 135 max 131

3. Check conditions

I. randorr & 3¢ < 102 oF a// ﬁ:‘fz‘ed chldren —2 independence
2. n 2 30 & sample not Skecoed -2 nearly normal Saﬂ*?/?ﬁfg diStribetion
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Example

ot = 100

~ = g .2
gt = 100

Pl

S 6.5
= X 1.OS3)
o 0S

X ~ My = 100, SE€ =

4. Draw sampling distribution, shade p-value,
calculate test statistic

n | J6
min | 101
mean | 118.2
sd | 6.5

i
[ T T T T T T 1
100 105 110 115 120 128 130 135 max 131

Mather's 10

.2 = 100
5 =165
.05 3 =2
( N )
pVvalue % O 81.8 I5 .2 1%}0 Seama 3t eanl i
L ]
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Example
B

5. Make a decision, and interpret it in context of the research question

p—-s/a/ae ’S \/ery [ow -2 SZ‘rorg evidence aga/'h\SZ‘ Zhe nel/

We reject the null Aypothesis and conclude that the
data provide comincing evidence of a difference betiween
Che average I8 Score of mothers of gifted chuldren and
2/e average 14 Score Ffor the population ad large.
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Inference for other estimators
S

nearly normal sampling distributions

sample mean Z
difference between sample means Z1 — Z2
sample proportion p

difference between sample proportions pP1 — P2
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Inference for other estimators
7

unbiased estimator

An important assumption about point estimates is that they are
unbiased, i.e. the sampling distribution of the estimate is centered at the
true population parameter it estimates.

» Thatis, an unbiased estimate does not naturally over or
underestimate the parameter; it provides a “good’ estimate.

» The sample mean is an example of an unbiased point estimate, as
well as others we just listed.
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Inference for other estimators
2

confidence intervals
for nearly normal point estimates

point estimate &+ z* x SE
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Decision errors

fail to reject Ho reject Ho

Ho true v Type | error
Truth
Ha true Type 2 error v

» lype | error is rejecting Ho when Ho s true.
» lype 2 error is falling to reject Ho when Ha is true.
» We (almost) never know if Ho or Ha is true, but we need to

consider all possibilities.
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Decision errors
I I

hypothesis test as a trial

If we again think of a hypothesis test as a criminal
trial then it makes sense to frame the verdict in
terms of the null and alternative hypotheses:

Ho : Defendant is innocent
Ha : Defendant is guilty

Which type of error is being committed in the following circumstances?
» Declaring the defendant innocent when they are actually guilty 7ype 2 error
» Declaring the defendant guilty when they are actually innocent  7¢pe 1 error

17,/01/2024



Decision errors
o0

“better that ten guilty persons
escape than that one innocent

suffer’”’

Which error is the worst error to make?

» Iype 2 :Declaring the defendant innocent
when they are actually guilty
» Type | : Declaring the defendant guilty when

they are actually innocent

William Blackstone: b
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Decision errors
I I

type | error rate

>
4

We reject Ho when the p-value is less than 0.05 (ax = 0.05).

This means that, for those cases where Hg Is actually true, we do not
want to incorrectly reject it more than 5% of those times.

In other words, when using a 5% significance level there is about 5%
chance of making a Type | error if the null hypothesis is true.

P(Type | error | Hop true) = &

This is why we prefer small values of & — increasing & increases the
Type | error rate.

17,/01/2024



Decision errors
7 I

If a Type 2 Error is relatively

If Type | Erroris dangerous ~ choosing & more dangerous Or It

or especially costly,

choose a small significance Lo COSJ.CIY'.
ovel 00| choose a higher significance
= eie g 001 level (e.g. 0.10).

Goal: we want to be very
cautious about rejecting Ho,
so we demand very strong
evidence favoring Ha
before we would do so.

Goal: we want to be
cautious about failing to
reject Ho when the null is
actually false.

Scale: http//common
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Decision errors
N I

ot L Dedsn

keep o and B fail to reject Ho reject Ho
O Ho true | — & Type | error, o
Ha true Type 2 error, B | —B

» lype | erroris rejecting Ho when you shouldn't have, and the
probability of doing so is o (significance level).

» lype 2 error is falling to reject Ho when you should have, and the
probability of doing so is 3.

» Power of a test is the probability of correctly rejecting Ho, and the
probability of doing sois | —
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Decision errors

type 2 error rate

If the alternative hypothesis is actually true, what is the chance that we
make a Type 2 Error, i.e. we fall to reject the null hypothesis even when

we should reject it?
» [he answer is not obvious.

» If the true population average is very close to the null value, it will be
difficult to detect a difference (and reject Ho).

» If the true population average is very different from the null value, it
will be easier to detect a difference.

» Clearly, B depends on the effect size (), difference between point
estimate and null value.

17,/01/2024



Significance vs confidence level
B

two sided HT 95% confidence
i &>
with & = 0.05 interval

0.95
0.025 0.025

-1.96 0 196
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Significance vs confidence level
B

two sided HT - 95% confidence one sided HT A 90% confidence
with ot = 0.05 interval with & = 0.05 interval

0.95
0.025 0.025

0 165
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Significance vs confidence level

=

agreement of Cl and HT

» A two sided hypothesis with threshold of & is equivalent to a confidence

interval with CL = | — oL
» A one sided hypothesis with threshold of & is equivalent to a confidence
interval with CL = | — (2 x @).

» If Ho Is rejected, a confidence interval that agrees with the result of the
hypothesis test should not include the null value.

» If Ho Is falled to be rejected, a confidence interval that agrees with the
result of the hypothesis test should include the null value.
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Inference for numerical variables
T

comparing boot-
two means § strapping

working comparing
with small many
samples means

17,/01/2024



Hypothesis testing for paired data

= ..
high school and beyond

200 observations were randomly s

sampled from the High School and i
Beyond survey.The same students g 60 5 §
took a reading and writing test. At a 8 h -
first glance, how are the distributions it

of reading and writing scores similar? 20-

! |
' it
How are they different? e write

Photo by Alberto G. hitp//wwwiflickrcom/photos/albertogp 1 23/5843577306/ (CC BY 2.0)
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Hypothesis testing for paired data
N

Given that the same students took the reading and the writing tests, are the
reading and writing scores of each student independent of each other?

) ad
70 57 52
86 44 33
141 63 5
|72 74 52
137 63 65
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Hypothesis testing for paired data
N

analyzing paired data

» When two sets of observations have this - : :
special correspondence (not 0 | 7 52 &)
independent), they are said to be paired. 86 | 44 33 N

» To analyze paired data, it is often useful 14] 63 44 19
to look at the difference in outcomes of 7 | 47 5 s
each pair of observations:

diff = read — write
» [t is important that we always subtract Sl e e

using a consistent order.
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Hypothesis testing for paired data
N

parameter of interest point estimate
Average difference between the Average difference between the
reading and writing scores reading and writing scores
of all high school students. of sampled high school students.
Kdif f Tdif f
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Hypothesis testing for paired data
N

If in fact there was no difference between the scores on the reading and

writing exams, what would you expect the average difference to be!?

) ad d
70 57 52 5
86 44 33 I
141 63 44 19
|72 47 52 -5
|37 63 65 -2

Taiff = —0.545
Sdiff = 8.887 .
ndz-ff = 200 ;

20

| | | | |
-20 -10 0 10 20

Differences in scores (read — write)
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Hypothesis testing for paired data

=
hypotheses for paired means

Hy : pgigg =0  There is no difference between the average
reading and writing scores.

Hya: paiss 70 There is a difference between the average
reading and writing scores.
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Hypothesis testing for paired data
N

nothing new!

one numerical

variable

Giff hypothesis about

]

the mean

5

1 Hy : paigs =0
% HyA : paizr 70
5

=)
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Hypothesis testing for paired data
N

Hypothesis testing for a ;mgle—meznd Fference belween pared means

| Set the hypotheses: Hy: y'= nullf value
Hyp:py('< zo‘f'f> or # null value

2. Calculate the point estimate: Z Ldif f

3. Check conditions:
|. Independence: Sampled observations must be independent (random sample/assignment &
if sampling without replacement, @'< |0% of population)

2. Sample sizelskew: y/r, 7 30, larger if the population distribution is very skewed.
dif f
4. Draw sampling distribution, shade p-value, calculate test statistic

D Ldiff — KHdiff
SE

Tdiff

5. Make a decision, and interpret it in context of the research question:
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Hypothesis testing for paired data

summary

» paired data (2 vars.) — differences (| var)

» most often Hp : pgizr =0

» same individuals: pre-post studies,
repeated measures, etc.

» different (but dependent) individuals:
twins, partners, etc.
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Bootstrapping
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Bootstrapping

4

4

An alternative approach to constructing confidence
Intervals 1s bootstrapping. A
This term comes from the phrase “pulling oneself up by
one’s bootstraps”, which is a metaphor for accomplishing an
Impossible task without any outside help.

In this case the #rpossible task Is estimating a population

parameter, and we'll accomplish it using data from only the
given sample.

Boots: http.//opendlipart.orgl/detail/2640 | /-by--2640|
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Bootstrapping

original sample

median = $887/

$1209 $1495 | $9
il n =

NS
i 8 o o

All images from OpenClipArtorg
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Bootstrapping
I

bootstrapping scheme

(1) take a bootstrap sample - a random sample taken with
replacement from the original sample, of the same size as
the original sample

(2) calculate the bootstrap statistic - a statistic such as mean,
median, proportion, etc. computed on the bootstrap
samples

(3) repeat steps (I) and (2) many times to create a bootstrap
distribution - a distribution of bootstrap statistics
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Bootstrapping
2

s (4] erss i ssbs ﬁ”ﬁﬂ’y‘g"ﬂ‘ﬁ&ﬂ;’ s
AT, CBme kg b
o o By OB e ases ) o7 41010 eumus euiss g $Ts ercre exseo
T s s e o e e

B 3 o s> i . G o §

= f7a) 75 exsie wueo erass Gy bors eigie suzeo

s o e B s ] e e B

All images from OpenClipArt.org
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Bootstrapping

(2) standard error method

(1) percentile method

P,

Lhoot
SEbao§1 96 % 5Fp0t

1.96 x

95%

LA AL AL LR L]

essssssseseed

000 esccscecessscsstessesssstsce
esssessesessessessesssssssssceed
ssssssscsscscesencesenediBB2833322
essscescecesescegssssssssssssess
i:id&&maa&mmz&m&mm&&&&

oooooooooooooooa::o:zzzw

S800 0000000000000 RN RRNS

o ﬁ

.

............“
AA R A A LA AL AL A A A AL AL A AL AL A Al l)
.........0..O....O.....‘O.....“

.ﬁv

1

Bootstrap distribution

Bootstrap distribution
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Bootstrapping limitations
N

» Not as rigid conditions as CLT based methods.

» However If the bootstrap distribution is
extremely skewed or sparse, the bootstrap
interval might be unreliable.

» A representative sample is required for
generalizability. If the sample Is biased, the
estimates resulting from this sample will also

be biased.
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Bootstrapping vs sampling distribution
sy

» Sampling distribution created using sampling
(with replacement) from the population.

» Bootstrap distribution created using sampling
(with replacement) from the sample.

» Both are distributions of sample statistics.
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t distribution
I

W. GOSSET
» Student's t ~—

» William Gosset (1876 - 1937)
reVieW' » “Head Experimental Brewer" at
the Guinness brewing company

what purpose does a large sample serve!

As long as observations are independent, and the

. . < . . Gosset: http//commons.wikimedia org/wiki/File William_Sealy Gossetjpg
population distribution is not extremely skewed, a
large sample would ensure that...
» the sampling distribution of the mean is nearly normal
. Y - S
» the estimate of the standard error is reliable: T
n
Photo by Kheel Center, Cornell University on Flickr ; i (CCBY20)
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t distribution

review: population ~ N(0,1)
normality of sampling distributions smal sample (n = 10

» CLT:sampling distributions are nearly normal as
long as the population distribution is nearly normal,
for any sample size.

» Helpful special case, but difficult to verify normality - ———————
in small data sets. R

» Careful with the normality condition for small
samples: don't just examine the sample, also think 7
about where the data come from. i
» “Would | expect this distribution to be symmetric,

and am | confident that outliers are rare?” B e S
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t distribution
oo
t distribution

» nis small & 0 unknown (almost always), use
the t distribution to address the uncertainty
of the standard error estimate
» bell shaped but thicker tails than the normal
» observations more likely to fall beyond 2
SDs from the mean

» extra thick tails helpful for mitigating the
effect of a less reliable estimate for the
standard error of the sampling distribution
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t distribution
N

t distribution

» always centered at O (like the standard normal)
» has one parameter: degrees of freedom (df) - determines thickness of tails

» remember, the normal distribution has two parameters: mean and SD

E =10 VWhat happens to the shape of
— :ﬁ ¢=2  the t-distribution as degrees of
freedom increases?

| | | T | qpproac/‘]es Zhe normal dist.
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t distribution
T [

t statistic

» for inference on a mean where

» O unknown
http://bitly.com/dist calc

» n <30 Distribution Calculator
» calculated the same way —— -
T obs — null e s i /N
.= " -"/ \\\
S E o | /" \

Modet:

» p-value (same definition) s / \

| Bom Tains ¢|

» one or two tail area, based on Ha :

0.0

v

» using R, applet, or table : PX < -2 0rX >2)= 00734
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Inference for a small sample mean
B

PLAYING A COMPUTER GAME DURING LUNCH AFFECTS FULLNESS,
MEMORY FOR LUNCH, AND LATER SNACK INTAKE
distraction and recall of food consumed and snacking

sample: 44 patients: 22 men and 22 women

study design:

- randomized into two groups:

(1) play solitaire while eating - “win as many :
games as possible” solitaire 521 ¢ | 45 Lolane2

(2) eat lunch without distractions no distraction| 27.1 ¢ | 264¢ | 22

- both groups provided same amount of lunch

- offered biscuits to snack on after lunch

biscuit intake =~ S n

Study reference: Oldham-Cooper; Rose E, et al. "Playing a computer game during lunch affects fullness,
memory for lunch, and later snack intake" The American journal of clinical nutrition 932 (201 1): 308-313.
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Inference for a small sample mean
B

estimating the mean (based on a small sample)

point estimate + margin of error
T = tszE—

il)':l'_'tdf
f
n 1\/—

Degrees of freedom for t statistic

df =n—1

for inference on one sample mean
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Inference for a small sample mean
Sz

one tail | 0.100  0.050 0.010  0.005
two tails | 0.200  0.100 C_0.050 1020 0.010
df 3.08 6.31 & 31.82  63.66

1

2 1.89 2.92 4.30 6.06 9.92
3 1.64 2.35 3.18 4.54 5.84
4 1.53 213 2.78 3.75 4.60
3 1.48 2.02 2.57 3.36 4.03
6

7

8

]

finding the critical t score
using the table

1.44 1.94 2.45 3.14 3.71
1.41 1.89 2.36 3.00 3.50
1.40 1.86 231 2.90 3.36
1.38 1.83 2.26 2.82 3.25
10 1.37 1.81 2.23 2.76 3.17
11 1.36 1.80 2.20 2.72 3.11
12 1.36 178 2.18 2.68 3.05

13 1.35 1.77 2.16 2.65 3.01

N\ 14 1.35 1.76 2.14 2.62 2.98
N 15 1.34 1.75 2.13 2.60 2.95

— 16 1.34 1.75 2.12 2.58 2.92

0-05

|. determine df

df = 22 — | = 2

2.find corresponding ™ — 7t 71— — | 13 1w
: : -3 = 1 0 1 2 3 18| 133 173
tall area for desired 0| 133 173

confidence level ] 1 i

22 1.32 1.72
23 1.32 1.71
24 1.32 1.71
25 1.32 1.71
26 1.31 1.71
27 1.31 1.70
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Inference for comparing two small

sample means
m_

PLAYING A COMPUTER GAME DURING LUNCH AFFECTS FULLNESS,
MEMORY FOR LUNCH, AND LATER SNACK INTAKE
distraction and recall of food consumed and snacking

sample: 44 patients: 22 men and 22 women

study design:

- randomized into two groups:

(1) play solitaire while eating - “win as many
games as possible” solitaire 521g | 45.1g| 22

(2) eat lunch without distractions no distraction| 27.1 g | 264¢ | 22

- both groups provided same amount of lunch

- offered biscuits to snack on after lunch

biscuit intake T S n

Study reference: Oldham-Cooper, Rose E, et al. "Playing a computer game during lunch affects fullness,
memory for lunch, and later snack intake." The American journal of clinical nutrition 93.2 (201 1): 308-313.
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Inference for comparing two small

sample means
m_

comparing means based on small samples

confidence interval hypothesis test
. : . obs — null
point estimate + margin of error Tar = o)

(jl —_ fg) ot tdeE(E;l—f;z) e (531 . 532) - (lf'l Ay /"'2)

df
SE — ﬁ i ﬁ SE(571—532)
nq no

DF for t statistic for inference

df = min(ny —1,ny — 1)

on difference of two means
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Comparing more than two means

vocabulary score and class

from the 2010 GSS

-

|0 question

vocabulary test
(scores range from

0to 10)

ord
6 middle class
9 working class
6 working class
5 working class
6 working class
6 working class
9 middle class

self identified
social class
(lower, working,
middle, upper)
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Comparing more than two means

vocabulary Choose a word from a list of provided options that comes closest to

caelge the meaning of the first word provided in capital letters.

SPACE (school, noon, captain, room, board, don't know)

BROADEN (efface, make level, elapse, embroider, widen, don't know)

EMANATE (populate, free, prominent, rnval, come, don't know)

EDIBLE (auspicious, eligible, fit to eat, sagacious, able to speak, don't know)
ANIMOSITY (hatred, animation, disobedience, diversity, friendship, don't know)
PACT (puissance, remonstrance, agreement, skillet, pressure, don't know)
CLOISTERED (miniature, bunched, arched, malady, secluded, don't know)
CAPRICE (value, a star, grimace, whim, inducement, don't know)

ACCUSTOM (disappoint, customary, encounter; get used to, business, don't know)
O ALLUSION (reference, dream, eulogy, illusion, aria, don't know)

wordsum

~NO A N
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Comparing more than two means
N

vocabulary

score

wordsum vocabulary scores
o
o —
Al
o
9 —
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Comparing more than two means

self identified
soclal class

class

If you were asked to use one of four names for your social
class, which would you say you belong in: the lower class,

the working class, the middle class, or the upper class?

(self reported) class

LOWER CLASS WORKING CLASS  MIDDLE CLASS UPPER CLASS

00 01 02 03 04 05
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Comparing more than two means

exploratory A = ; T
analysis 2
AN 0 ____;____‘ : .

LOWER CLASS WORKING CLASS MIDDLE CLASS UPPER CLASS

n mean sd
lower class 41 5.07 224
working class 407 575 |.87
middle class 331 6.76 1.89
upper class 16 6.19 2.34
overall 795 6.14 |.98
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Comparing more than two means
N

Which of the following plots shows groups with means that are most

and least likely to be significantly different from each other?

o
=————R!
————— &
_e_

==———8§

least /. /',ée/y

1]
o
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Comparing more than two means

» To compare means of 2 groups we use a
Z oral statistic.

» To compare means of 3+ groups we use
a new test called analysis of variance
(ANOVA) and a new statistic called F.
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Inference for categorical variables
N

two levels:
categorical | Success- J more than

variable

failure two levels

tWO. two levels: | more than
categoricall <yccess- 0 two levels

variables failure
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Sampling variability & CLT for proportions

@ : (sample sta’cistic1
@ -| sample statistic
@ -| sample statistic
@ j\sample statistic 0

sample sampling
distributions distribution

.l
R
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smoker or not % smoker

categorical numerical
LAR Y AFZ 0 S EAF 000 =T pAF
world
population Pus
N = pop size
p

Zimbabwe: <t Bz L2 —_— AZW
# of smokers in the world \2;_/

P N sampling distribution

mean(p) ~ p
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CLT for proportions: The distribution of sample proportions is nearly
normal, centered at the population proportion, and with a standard error
inversely proportional to the sample size.

ﬁ”N(mEﬂn=p,SE= p(l —p)
v ' )

v
S /'?.:'.';,95 Center S Dre cid

Conditions for the CLT:

|. Independence: Sampled observations must be independent.
» random sample/assignment
v if sampling without replacement, n < [0% of population

2. Sample size/skew: There should be at least |0 successes and |10 failures in the sample:
nb = 10 and n(I-p) = 10. £ p tnknowwn, wse 5
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What if

if the success-failure condition is not met:

» the center of the sampling distribution will still be around the
true population proportion

» the spread of the sampling distribution can still be approximated
using the same formula for the standard error

» the shape of the distribution will depend on whether the true
population proportion is closer to 0 or closer to |
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shape of the sampling distribution

P = 0.20 2 = 050
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Hypothesis testing for a proportion

Hypothesis testing for a single proportion:

Hy : p = null val
. Set the hypotheses: 0 p = Mt vacue
Hp:p< or > or # null value

2. Calculate the point estimate: p

3. Check conditions:
|. Independence: Sampled observations must be independent (random sample/assignment &
if sampling wrthout replacement, n < 0% of population)
2. Sample sizelskew: np = 10 and n(1-p) = 10

4. Draw sa.m.pling distribution, shade p-value, calculate  , _ P P sp= pll—p)
test statistic SE n

5. Make a decision, and interpret it in context of the research question:
v If p-value < @, reject Hg; the data provide convincing evidence for Ha.
v If p-value > @, fail to reject Ho the data do not provide convincing evidence for Ha.
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D vs. P
confidence interval | hypothesis test
- . np > 10 np > 10
s .
SUccess-ialiure condarton n(l—ﬁ)ZlO n(]_—p)Z]_O
standard error SE':\/ﬁ(l_ﬁ) SE:\/p(l_p)
n n
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Estimating diference between two

roportions
mb

estimating the difference between two proportions

point estimate + margin of error
A A 1 k- by
(pl n p2) 2 SE(ﬁl—pz)
Standard error for difference \/

p1(1—p1) " p2(1 — p2)
1 T2

between two proportions, SE =
for calculating a confidence interval:
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Estimating diference between two

roportions
mb

Conditions for inference for comparing two independent proportions:

|. Independence:
v within groups: sampled observations must be independent within each group

» random sample/assignment
» if sampling without replacement, n < 10% of population

v between groups: the two groups must be independent of each other (non-paired)
2. Sample size/skew: Each sample should meet the success-failure condition:

v nipr = 10and ni(l-py) = 10

v nzp2 = 10 and ny(1-p2) = 10
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Hypothesis tests for comparing two

roportions
mb

A SurveyUSA poll asked respondents whether any of their
children have ever been the victim of bullying. Also recorded on
this survey was the gender of the respondent (the parent). Below
is the distribution of responses by gender of the respondent.

Male Female . - -
Ve 34 61 ’//o P male P fenale o
No 52 61 o Priale = Plemale O
Not sure - 0 o
Total 90 12 V check conditions
15 0.35 | 0.50 V calculate est stadistic &p—va/ae

34 / 90 ¢l / 122
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I I ——
flashback to working with one proportion: P vs. P

obServed expecled
confidence interval hypothesis test
2 : np > 10 np > 10
e »
success-failure condition n(l—ﬁ)ZlO n(l—p)ZlO
standard error SEz\/p(l—p) SE:\/p(l_p)
n n
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working with two proportions: P vs. p

obServed <s>gzh2<32§gc¥
confidence interval hypothesis test
success-failure nipy > 10 naps > 10
condition |ng(1—p1) = 10 na(l —p2) > 10 -
Ho : p1 =p2
P11 —p1) | p2(1 —p2)
e
standard error B \/ n 3 No
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MORE EXAMPLES




Example: Bayesian inference

setting a prior

collecting data

obtaining a posterior
updating the prior with the
previous posterior

W N W W
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Example
I

American Cancer Society estimates that about |./% of women have
breast cancer.

hittp// wwew.cancerorg! cancer! cancerbasics/ cancer-prevalence

Susan G. Komen For The Cure Foundation states that mammography

correctly identifies about /8% of women who truly have breast cancer.
hittp/! wwb komen.org! BreastCancer/ AccuracyofMarmmeograms.hitml

An article published in 2003 suggests that up to 10% of all mammograms

are false positive.
Hittpa// wwew.ncbinlmnih.govl pmc/ articles/ PMCI1 360940

A bc) = 0.017
A+ | be) = O- 7S
A+ | no b)) = 010
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Example
I

Prior to any testing and any information exchange between the patient
and the doctor, what probability should a doctor assign to a female
patient having breast cancer?

A be) = 0.01% —> prior

17,/01/2024



Example
s

When a patient goes through breast cancer screening there are two competing claims:
patient has cancer and patient doesn't have cancer. If a mammogram yields a positive result,
what is the probability that patient has cancer? A 4e | +) =

A+ | bc) Abe and +)
ﬁc’:’@/ 075 =——» 0.01F X 0.7 = 0-01326
W 0.0'%#
A )
0-01326
=- X 012
0.01326 + 0.0983 OSPeriofr
A+ | no c‘;C) Vit i
no b //_’;;/, o010 —P 0983 x 010 = 0-0983
0-953 A e b and +)
1hﬁ““‘“““--h, 0-90
Ano ) =1 hs A
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Example
s

Since a positive mammogram doesn't necessarily mean that the patient actually has breast
cancer, the doctor might decide to re-test the patient. What is the probability of having
breast cancer if this second mammogram also yields a positive result?

i A+ | be) Abe and +)
A be) / 075 —P 012 X 0-78 = 0-093
P 0.2
A+ | no bc)
no be / olo — P 088 X 010 = 0.08%
A ro AC) - | »no 5(’)
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Examples: Confidence interval

A sample of 50 college students were asked how many exclusive relationships they've
been in so far. The students in the sample had an average of 3.2 exclusive
relationships, with a standard deviation of |.74. In addrtion, the sample distribution
was only slightly skewed to the right. Estimate the true average number of exclusive
relationships based on this sample using a 95% confidence interval.

I. randorm sample & s < 10% of a// C’_o//ege students

We can assure Chad the nurber of exclusive relad 1onSps _’l: 2g
X = a2
one Student in the sample has been in is independent of another. s = 124

2.1 2 30 & not so skewed sample
We can assure thad the sampling distribedion of average number of

exc/usive reldionshps From samples of size 5O eill be nearly normal.

Heart: hitp://commons wikimedia org/wiki/File:Heart-padiock svg
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Examples: Confidence interval

E
n= 80 -
-z Sf-—ﬁ r—_SO X 0246
S = L7

X1 2¥ SE= 321 1.96 (0.294)

=321 045

(2.722, 3.4%)

We are 98k confident ¢hat C,o//ege Students on average have been in
2.72 o 3.5 exclusive reldionships.
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Example

A statistics student interested in sleep habits of domestic cats took a random
sample of 144 cats and monitored their sleep. The cats slept an average of 16
hours / day. According to online resources domestic dogs sleep, on average,
|4 hours day.We want to find out if these data provide convincing evidence
of different sleeping habits for domestic cats and dogs with respect to how
much they sleep. The test statistic is |.73.

X = le pvalue = 0.0418 X 2
TG R T = 0-0536

@ 5 0-04I$ 0-041S Qe
Wi b = 14 — . —
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Example

What is the interpretation of this p-value in context of these data?

= R observed or rore extrese owdcore | 5 Zrece) |

=R obtanng a randor sample of 144 cats ¢had

Sleep 16 hrowurs oF more or 12 fowurs or /eSS, on
average, i in fact cat's truly slept \4 howurs per X T 6
a/_a/ on ca/erd9e> = 0-0536
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PRACTICE




Practice

e |

In 2013, SurveylUSA interviewed a random sample of 500 NC residents asking them
whether they think widespread gun ownership protects law abiding citizens from crime,
or makes society more dangerous.

- 58% of all respondents said it protects citizens.

- 6/% of White respondents,

- 28% of Black respondents,

- and 64% of Hispanic respondents shared this view.

Opinion on gun ownership and race ethnicity are most likely !

(@) complementary A protects citizens) = 0.s§

(b) mutually exclusive A predacts citizans | whis) ol

c) independent T et il | Blacl) =

d dependent ProtecCts citizens ac = 0:2%

e) disjoint A protects citizens | Hispanc) = 0.64

Link to poll: hittp:/ivwww
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Practice

A 2012 Gallup poll suggests that West Virginia has
the highest obesity rate among US states, with
33.5% of West Virginians being obese. Assuming

that the obesity rate stayed constant, what is the
probability that two randomly selected West
Virginians are both obese? /ndependert

West Virginia
% Obese: 33.5

B Vet Bing indexc

Higher range

/:(oée\Se) = (0.335

8T S IS5
B st ohese) x Hoond ey T
= 0.335 X (0.335
~ 0

Image source + Link to poll: hitp:
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Practice
N

The American Community Survey is an ongoing survey that provides data every year to
give communities the current information they need to plan investments and services.

The 2010 American Community Survey estimates that 14.6% of Americans live below

the poverty line, 20.7% speak a language other than English at home, and 4.2% fall into
both categories.

Based on this information, what percent of Americans live below the poverty line given
that they speak a language other than English at home?

A below PL | Speak non-frg> =7

Bayes' theorem:

Do P(A | B) = P(A and B)
p2 ¢ Spea,é non-frg) 0-207 P(B)

B A below Pl & 5/08@(’ non-fn3> _ 0-042

Data source: US. Census Bureau, 2010 American Community Survey |-Year Estimates,
Characteristics of People by Language Spoken at Home.
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Practice
N

Product rule for independent events:

If A and B are independent, P(A and B) = P(A) x P(B)

Bayes' theorem:

General product rule:
P(AandB) |——»

P(A | B) = P(A and B) = P(A | B) x P(B)
" PB)
e/
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Practice
S

iIndependence
and conditional probabillities

Generically, if P(A|B) = P(A) then the events A and B are
said to be independent.

» Conceptually: Giving B doesn't tell us anything about A.

» Mathematically: If events A and B are independent, P(A and B) =
P(A) x P(B).Then,

P(AandB)  P(A) x P(B)

P(A | B) =
ik P(B) P(8)

= PA)
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Normal distribution
T
68 - 95 - 99.7% rule
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Practice

A doctor collects a large set of heart rate measurements that
approximately follow a normal distribution. He only reports 3 statistics,
the mean = | |0 beats per minute, the minimum = 65 beats per minute,
and the maximum = |55 beats per minute. Which of the following is
most likely to be the standard deviation of the distribution?

@5 —» 1o+ (3x35) = (93, 125)
@ [5 ~—» iip T (zxi18) = (g3, 155)
()35 —» 1o * (3x35) = (s, 215)

+ Caxgp) = (= ) ]
(d) 90 —» IO 3X90 6O, 350 e ”10 e
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Practice

A college admissions officer wants to determine which of the two

applicants scored better on their standardized test with respect to the
other test takers: Pam, who earned an 1800 on her SAT, or Jim, who
scored a 24 on his ACT?

SAT scores ~ N(mean = 500, SD = 300)

ACT scores ~ N(mean = 21,5SD = )5)

I T T T T T 1 | T T T T T 1
600 900 1200 1500 1800 2100 2400 6 1 16 21 26 31 36
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Practice

1800 - 1500
Pam:
300
. 24 - 2|
Jim:
5
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Practice
N

standardizing with Z scores

» standardized (Z) score of an observation observation - mean

Is the number of standard deviations it - SD

falls above or below the mean
» / score of mean = 0
» unusual observation: |[Z]| > 2
» defined for distributions of any shape

17,/01/2024



Practice

2

percentiles

» when the distribution is normal, Z scores
can be used to calculate percentiles

» percentile is the percentage of
observations that fall below a given data
point

» graphically, percentile is the area below
the probability distribution curve to the 4 2 A 8 1 a2
left of that observation.
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Practice

The General Social Survey (GSS) is a sociological survey used to collect data on demographic
characteristics and attitudes of residents of the United States. In 2010, the survey collected responses
from 1,154 US residents. Based on the survey results, a 95% confidence interval for the average
number of hours Americans have to relax or pursue activities that they enjoy after an average work day
was found to be 3.53 to 3.83 hours. Determine if each of the following statements are true or false.

F (a) 95% of Americans spend 3.53 to 3.83 hours relaxing after a work day.
7 (b) 95% of random samples of |,154 Americans will yield confidence intervals that
contain the true average number of hours Americans spend relaxing after a work day.

F (<) 95% of the time the true average number of hours Americans spend relaxing after a
work day is between 3.53 and 3.83 hours.

# (d) We are 95% confident that Americans in this sample spend on average 3.53 to 3.83
hours relaxing after a work day.
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Practice

A group of researchers want to test the possible effect of an epilepsy medication taken by
pregnant mothers on the cognitive development of their children. As evidence, they want to

estimate the 1Q scores of three-year-old children born to mothers who were on this
medication during pregnancy.

Previous studies suggest that the SD of 1Q scores of three-year-old children is 18 points.

How many such children should the researchers sample in order to obtain a 90% confidence
interval with a margin of error less than or equal to 4 points?

g 4 =0es e s ] 18)1 55.3

CL = 90% Nz 4

zX = 1.¢s We need at /east s¢ swuch children in 2he sarpls
G = IS oblain a maximun margin of error of 4 points.
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Practice

We found that we needed at least 56 children in the sample to achieve a maximum margin
of error of 4 points. How would the required sample size change if we want to further
decrease the margin of error to 2 points?

._'__Mé“=z>"“S :
2 P B

| S
g PP 2 W

2 J497

Yn = 56 X 4 = 224
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Practice

A 2010 Pew Research foundation poll indicates that among 1,099 college
graduates, 33% watch The Daily Show (an American late-night TV show).
The standard error of this estimate is 0.0 14. Estimate the 95% confidence
interval for the proportion of college graduates who watch The Daily Show.

2= 033 it 2 56
SE = 0.0 0-33 1t 1.9¢ x 0.04

033t 0.02%7
(0.303, 0.357)
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Practice

hypothesis testing
for nearly normal point estimates

__ point estimate — null value
- SE

A
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Practice

The 3rd NHANES collected body fat percentage (BF%) and gender data from 13,601
subjects ages 20 to 80.The average BF% for the 6,580 men in the sample was 23.9, and
this value was 35.0 for the 7,021 women.The standard error for the difference between
the average male and female BF%s was 0.1 |4. Do these data provide convincing
evidence that men and women have different average BF%s.You may assume that the
distribution of the point estimate is nearly normal.

I. Set the hypotheses
%0: p'men = p‘women %4 p'men # p‘a.)omen

2. Calculate the point estimate

S e Naoman = 239 = 38 = 4

3. Check conditions
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Practice

#0:“men=“wmen —p Hen ™ Pwonsen = O
s Ben * Povormen

N s — Xisosran ® 23.9 — 35 = -l

-l - O

Z = N — 9.
O ?+-36

[ 1 1
=111 0 111

pvalue 5 O——p Roject ¥,

7T hese data pProvide C:on\/fncirg evidence thad ¢ e average BFZ of

rien ard cooren are differert.
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Practice

s |

Describe the sampling distribution of the differences between the
paired means of reading and writing scores.

HO . ﬂ:dq,ff = 0 / \

— e o _ 8887 _ ~
Ha pagigr # 0 Xdif¥ ~ Mamrrean = 0, SE = o 0-62%
ZTairr = —0.545
Sdiff = 8.887
Ndiff = 200
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Practice

176

Calculate the test statistic and the p-value for this hypothesis test.

Ho : paifr =0
=0-545 =3¢
Ha : pairs 7 0 . g
ZTaiff = —0.545
Sdiff = 8.887
naifr = 200 ' 0545 0 0.545 |
Zaiff ~ N(mean = 0,SE = 0.628) pVvalue = 0192 x 2
= 0-354

https://bitly.com/dist calc
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Practice

2
Which of the following is the correct interpretation of the p-value?

Probability that the average scores on the reading and writing exams are equal.
A >6/0 IS fl‘ae)
Probability that the average scores on the reading and writing exams are different.

A %4 1S fl‘é(&)

o) Probability of obtaining a random sample of 200 students where the average
difference between the reading and writing scores is at least 0.545 (in either
direction), if in fact the true average difference between the scores is 0.

A observed or rore extrese owtlcore | >6/0 rs z‘rae>

Probability of incorrectly rejecting the null hypothesis if in fact the null hypothesis
SUUe. Rreject | ¥, is true) = AType | error)
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Practice

The dot plot below shows the distribution of medians of 100 bootstrap
samples from the original sample. Estimate the 90% bootstrap confidence
interval for the median rent based on this bootstrap distribution using the
percentile method.

00 X 0-90 = 90

£ ¢
o o o o
100 — 90 = 10 wese .
T 2 T o.mitcc:
0/ 2=5 cell Il NNt b @ :
| | | | | |
700 800 900 1000 1100 1200
~HHO Bootstrap distribution ~0s0
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Practice

The dot plot below shows the distribution of medians of 100 bootstrap
samples from the original sample. Estimate the 90% bootstrap confidence
interval for the median rent based on this bootstrap distribution using the
standard error method.

Xty T 2* SE4 ¢ = Boot. mean = 882.515
Boot. SE = 89.5758

= g52.515s T 1.5 X $9.57Z5%

~ (234.2, 1030.3)

g
§_
©
8

1000 1100 1200

Bootstrap distribution
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Practice

comparison: percentile vs. SE methods

— Perc enz‘// ©

® k)
® o [
o0 0 & o
o0 ¢ ® o
o0 ¢ ® © &
%0 0 & o o o
kol o0 [ ] o0 ¢ ® © o o
[ o0 @ [ J ® o0 0 ¢ © o o
|00 ©® 00 O ® O ® 00 o 6 & o o 8 (=]
® 000 00 © 00 O ® 000 O 00 900 © o o o0 B [ ]
| | I [ I |
700 800 900 1000 1100 1200
B 240 Bootstrap distribution L1050
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Practice
S

Say you have a two sided hypothesis test,

and your test statistic is 2. Under which of

these scenarios would you be able to reject
Find the following probabilities.  the null hypothesis at the 5% sig. level?

a. P(Z|>2) 0.0455 ——»  reject

b. P(|ter=50| > 2) 0.0s09 —» fa/ Zo reject?

c. P(ltar= 10| = 2) 0.0734 —P» fal/ Zo reject
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Practice
T

Estimate the average after-lunch snack consumption (in grams) of people
who eat lunch distracted using a 95% confidence interval.

g—=52.1 g X T 0 SE= 520 % 205 X =
22
§s=45.1g¢g
" — 92 =g211t 2.08 X 9.62
X =208 = g2t 20 = (321, 221

We are 98k confident that distracted ealers consume belioeen
32.1 Zo 721 grams of snacks post-med/.
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Practice
N

Suppose the suggested serving size of these biscuits is 30 g. Do these data
provide convincing evidence that the amount of snacks consumed by
distracted eaters post-lunch is different than the suggested serving size?

= 52.1 g )6/0: u = 30
si=45.1 g %’( L == 3D
n =22 521 — 30
SE = 9.62 7 = T S0
df = 22 -1 = 2 " 913 0 23
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Practice

one tail | 0.100 0050 0. 10 0.005
two tails | 0.200  0.100 € 0.050  0.020 5 0.010

3.08 6.31 g . 63.66

1 X

2 1.89 2.92 4.30 6.06 9.92
3 1.64 2.35 4.18 4.54 5.84
4 1.53 213 2.78 3.75 4.60
3 1.48 2.02 2.57 3.36 4.03
6

7

8

9

finding the p-value

using the table T4 194 245 3W 37
141 180 236 300 350

140 186 231 290  3.36

. 138 183 226 282 325

|. determine df 10| 137 181 223 276 317
11 1.36 1.80 2.20 2.72 3.11

12| 136 178 218 268  3.05

df‘ = 2 13 1.35 1.77 216 265  3.01

14 1.35 1.76 2.14 2.62 2.98

) 15| 134 175 213 260 295

16 1.34 175 2.12 2.58 2.92

2. locate the calculated T score in the df row JE-EE
18 1.33 1.73 2.10 2.55 2.88

£ 19 1.33
3. grab the one or two tail p-value from the 2| 1m
21 1.32
T.Op row 22( 132
23 1.32

< a/ < 3; i;g 171 206 249 279

0-02 & Frevce 0-0s %[ 131 171 206 248 2.8

27 1.31 1.70 2.05 247 2.77
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Practice
65 |

finding the p-value

using the applet http://bitly.com/dist calc

Distribution Calculator

Oisriouson: t Distribution
I |

04

Degroes of freadom

-

0.2

Model:
PX<aorX>b)
Fing Area:
| Boin Tars ¢

0.0

° PX < -2.3 or X > 2.3) = 0.0318
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Practice
e |

recap
£ =052.1¢
$=145.1¢
n— 22
95% confidence interval: (32.1 g, 72.1 g)
Hy: p= 30
HA P 7& 30 agree
p-value = 0.0318 Keject ¥/,
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Practice

conditions

» independent observations

» random assignment

» 22 < |0% of all distracted eaters
» sample size / skew

r=952.1¢g
§=45.1¢g
=22
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Practice
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Practice

17,/01,/2024



Practice

A 2013 Pew Research poll found that 60% of 1,983
randomly sampled American adults believe in

evolution. Does this provide convincing evidence that
majority of Americans believe in evolution? ﬁ

Yo' P = 05
) 2> 05 I independence: 1953 < 10% of Americans & randorr sample

A Whether one American in Zhe sample believes in evolution
g oL 5 fndepelx/enz‘ of another.
n = 1983 2. sample Size / SKew: 1983 X 0.8 = 991.5 2 10

S-F condition met — near/y normal Samp/itg distribection

Image source: hittp://op
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Practice

Mr =0 P= ol |
Yip 2085  »=1953 ﬁx

0-5 X 0-5

2 ~Mrrean = c9.55.5567==J ¥ 0.012)

1953

O-6 — 0-5
Pl e XN §.92
.02

pvalue = X2 > §.92)

: 015 O!GI - Q/MO\St o= r{zjecz' #0
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Practice

Using a 95% confidence interval, estimate how suc. n 2‘5
Coursera students and the American public at us | 257 | 1028 | 025
large compare with respect to their views on laws — '

banning possession of handguns. ey ¢ | 5

I. independence:V random sample: yes for US, no for Coursera
V 10% condition: met for both
Sampled Americans independent of each other,
Sampled Courserians may not be.
2. Sample size /) Skew: ¥ US: 257 successes, 1025 ~ 25 = FH falures

V Coursera: 59 successes, $3 — 59 = 24 falures
We can assure thatd the Samp/i;g disz‘n'éaz‘/on of the difference

beteween Lwo proportions is nearly normdl.
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Practice

A

suc. | n | p
us 257 1028 | 025
(?Cbarseera "94{5 ) = 7 Z* SE = Coursera 59 83 0.71

O-F X 0.29 + 0-25 x O-#5

=(po.7 - 0.25) T 1.96 J
53 102%

= 0496 * 1.9¢ x 0.0516

046 1t 010

(0-36) 056)

17,/01/2024



Practice
N

does the order matter?

remember (p; — pa) £ z*\/pl(l —P) s Pa2(1 — p2)

Y~ n 2
an be — or + \-/V\/
a/ z.u(iy\S -+

(pC'owrse'ra —Pu S) — (pU B == pCoursera) —

= (0.71 — 0.25) + 0.10 = (0.25 — 0.71) 4+ 0.10

= (.46 1 1), =-—0.46 = 0.10

4 A »
= (0.36, 0.56) — (—0.56, —0.36)
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Practice
T

Based on the confidence interval we calculated, should we expect to find a

significant difference (at the equivalent significance level) between the

population proportions of Coursera students and the American public at

large who believe there should be a law banning the possession of handguns?
‘(PCoursera — Pu S) = (0~369 0-56)

#o-' Ploursera — Pus = O

!
o 0-36 0-56

rgj'eczl >’/0
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Practice

Calculate the estimated pooled proportion of males and females who
said that at least one of their children has been a victim of bullying.

?/’oo/

s
~J

34

/

E6T

90 + 122

0-4s5

e —

Male Female
Yes 34 6l
No 52 6l
Not sure - 0
Total 90 122
D | 038 0.50
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Practice

revisit: working with two proportions: P vs. p

observed expecz‘ed
confidence interval hypothesis test
f nip1 > 10 N1Ppoot = 10
success-failure A A
ni(l — = R ni1(l — > 10 2
condition Al napz 2> 10 1(1 = Ppooi) N2Ppoot = 10
na(1l—p2) > 10 n2(1 — Ppoot) = 10

_ [Pl =) | P21 —Fa) _ | Ppoot(l — Ppoot) , Prpoot(l — Ppoot)
standard error SE_J n iy no i ny it g
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what about means?

interest: Y SE = 8

parameter of oo ”“lje) U doesn? ggpear in
n sE

Hy : p = null value
parameter of

interestp g — \/p(l —p) ‘) P appears in SE

(L
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Practice
e

Are conditions for inference met for conducting a Male | Female
hypothesis test to compare the two proportions? Total 90 122

| Pl 038 0.50
I. independence: Ppool 0.45

 wolhun Groups: randorr sample & 10% condition
Sampled males independent of each other, sampled Females are as cell.
v betiween groups:
No reason Zo expect sampled males and Ffemales o be dependent.
2. sample size / Skew: v Males: 90 x 0-45 = 40.5 and 90 X 0.55 = 49.5
V Fermales: 122 x 0.45 = 54.9 and 122 x 0.85 = ¢F1
e can assure thad the Swnp/f/g distribedion of the difference
betieen Lwo proportions is nearly norsal.
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Conduct a hypothesis test, at 5% signiﬁ‘g:anée level, Male | Femnide
evaluating if males and females are equally likely to Total 90 122
answer “Yes" to the question about whether any of their D 038 0.50
children have ever been the victim of bullying. Ppool 045

B T e = Plasla ™ O Y Poda = Phisiale O

A A 0-45 x 0.55 0-495 X 0.55
fpma/e—P/ém/¢>"' /V(MGM’O) S€ =| *:
\ 0 122

x 0.069"

. ¥ N\ AN
PoInt eStimale = P /" P fomale = 0-3%5 — 0-80 = 0.2
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point estimale = —0.12
netll valie = O

SE = 0.069 | , ,
-012 O 0.12
=02
2 = N .74
0-069

pValue = AIZlI > 1.29) X 0.0

Male Female
Total 90 122
p| 038 050
ﬁpool 045
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Practice

Dq these data provide convincing evidence of | i e | s n
a difference between the average post-meal

snack consumption between those who eat -
with and without distractions? no distraction 27.1 g | 264g¢g 22

solitaire 521 g | 45.1 ¢ | 22

O W ed = O Y i~ Mood® O 25 — 0O
e Il.14 e

(X=X oy) = 531 - 2.1 = 25

g5 ¥ 2447
S€ = \] -+ = .14
555

df = purk22 =1, 22 =D = 2

22

=08 0 204
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Practice

biscuit intake =~ I S n
521¢g | 451 g | 22

Estimate the difference between the average
post-meal snack consumption between those solitaire
who eat with and without distractions? no distraction 27.1 g | 264¢g | 22

Zwd — Twod = 25
s —11.14

(X 0y Xy ) ¥ SE = 25+ 2.05 X .14

22+ 2317

= (1.83, 45.17)

17,/01/2024



Practice
204 |

recap

biscuit intake € S n
solitaire 521 ¢ | 45.l'g | 22

no distraction 27.1 g | 264¢g | 22

95% confidence interval: (1.83g, 48.17g)

HO : Bwd — Mwod = 0
H A yd — Bavoad = 0 agree

p-value = 0.04 Ae eject o
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Comparing more than two means

Is there a difference between the average
vocabulary scores of Americans from different
(self reported) classes?

» To compare means of 2 groups we use a
Z oral statistic.

» To compare means of 3+ groups we use
a new test called analysis of variance
(ANOVA) and a new statistic called F.
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Comparing more than two means

anova

Ho: The mean outcome is the same
across all categories

= o= = [}

Ha: At least one pair of means are

different from each other fi : mean of the outcome for
observations in category i

k :number of groups
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Comparing more than two means
TN

z | t test anova
Compare means from two groups: are so ~ Compare means from more than two
far apart that the observed difference groups: are they so far apart that the
cannot reasonably be attributed to observed differences cannot all reasonably
sampling variability? be attributed to sampling variability?
Hy : p1 = po Ho:py=po=---= pg
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Comparing more than two means
e |

z [ tlest anova
Compute a test statistic (a ratio). Compute a test statistic (a ratio).
ot = (Z1 — T2) — (1 — po) . variability bet. groups
D) ~ variability w/in groups

p Large test statistics lead to small p-values.
» If the p-value is small enough Ho is rejected, and we conclude that the
data provide evidence of a difference in the population means.
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Comparing more than two means

o variability bet. groups -
~ variability w/in groups ~

>

» In order to be able to reject Ho, we need a small p-value, which

requires a large F statistic.
» In order to obtain a large F statistic, variability between sample
means needs to be greater than variability within sample means.
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ANOVA

variability partitioning

between group
variability

variability
attributed to class

total variability in

vocabulary scores s 4 ers
Y variability

attributed to other

factors within group

variability
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ANOVA

n mean sd
vocabulary score and class —— o7 R
working class 407 575 |.87
o middle class 331 6.76 1.89
} upper class 16 6.19 234
6 middle class P 595 .14 198
9 working class
6 working class Ho: The mean outcome is the same
5 working class across all categories
6 orking class
il H1 = fo = U3 = iq
6 working class
Ha: At least one pair of means are
9 middle class different from each other
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ANOVA

B q . & B
G class 3 23656, 78855 | 21.735 | <0.0001
E Residuals 791 286980 3.628
Totall 794 3106.36
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ANOVA

D q | Mean Sc alue | P
class 236.56
E Residuals 2869.80
Total ~__3106.36

sum of squares total (5ST)

» measures the total variability in the response variable

p calculated very similarly to variance (except not scaled by
the sample size)
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ANOVA

Sum of squares total (SST):
2 Y; : value of the response variable for each observation

SST Z Yi — y : grand mean of the response variable
i 557 = (451497
6 middle class =614
9 working class + (94 19)
6 working class
+ (o614
9 middle class e
n mean sd
+ (9-¢.14)? = 310¢.3
overall 795 614 | 198 7=l 06G-36
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ANOVA

) q :
G class - 23656
£ Residuals " | 2869.80
Toudl 310636

sum of squares groups (55G)

» measures the variability between groups
» explained variability: deviation of group mean
from overall mean, weighted by sample size
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217

ANOVA

Sum of squarek:s group (SSG):

’I;L g number of observations in group j

S —\2 Y4 :mean of the response variable for group j
SSG = ni(y; — /J
Z J (yJ y) Yy : grand mean of the response variable
Jj=1
S5G = (41 x (5.02 - ¢14)?)
n mean sd
lower class 41 5.07 274 s (4/07 e (5.’.}5 = (p.|4>2>
working class 407 5.75 |.87 =
middle class 33| 676 | 189 + (33 x (676 = 61907
upper class 16 6.19 2.34 iy (I(p 5 ((,.l? _ (0.14)2>
overall 795 6.14 1.98

N 23G-56
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ANOVA

Df SumSq | MeanSq | Fvalue | Pr(>F)
G class 236.56
E Residuals -~ 2869.8
Total " | 310636

sum of squares error (SSE)

» measures the variability within groups

» unexplained variability: unexplained by the

group variable, due to other reasons

Sum of squares error (SSE):

SSE=88T — 58G

3106-3¢ — 23656 = 2569-5
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ANOVA

Df Sum Sq | Mean Sq

Fvalue | Pr(>F)

class 236.56 ?
E Residuals 28698 ?
Total 3106.36 ?

N\

» now we need a way to get from these measures of total

variability to average variability

» scaling by a measure that incorporates sample sizes and

number of groups —* degrees of freedom
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) Q q ?
G class 3 23656
degrees of freedom Residuals. 791 | 2869.80
Total 794 | 310636
Degrees of freedom
associated with ANOVA:
» total: dfT = 7 — ] » F95 — | = F94
» group: dfg =k — 1 > 4 -1=3
» error. de = dfT = dfG TP #9494 — 3 = Z9
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mean square crror g

class 3 23656/ 78.855
Residualss 791 2869.80| 3.628
Totall 794 3106.36

» group: MSG = SSG/dfG
»error: MSE — SSE/de

Mean squares: Average variability

between and within groups, calculated as
the total variability (sum of squares) scaled
by the associated degrees of freedom.

> 2569-5 / 79

» 234.56 / 3~ FS.555

N 3.62%
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D Q e q alue P
2 G class 3 23656 78855 | 21735
F statistic E Residuals 791 | 2869.80 3628
Total 794 3106.36
F statistic: Ratio of the between group
and within group variability:
7 MSG 75555
= — > & 2it3e
MSE 3.625
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class 3 23656/ 78855 | 21.735 | <0.0001
P-Value E Residuals 791 2869.80, 3.628
Total 794 | 310636

» p-value is the probability of at least as large a ratio between the “between”
and “within” group variabilities if in fact the means of all groups are equal

» area under the F curve, with degrees of freedom dfg and dfg, above the
observed F statistic.

F@3. 791
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D Q or Q alue -
_ classs 3 23656/ 78855 | 21.735 | <0.000I
conclusion E Residuals 791 2869.80 3.628
Totall 794 310636

» If p-value is small (less than &), reject Ho.
» The data provide convincing evidence that at least one pair of population
means are different from each other (but we can't tell which one).
» If p-value is large, fail to reject Ho.
» The data do not provide convincing evidence that one pair of population
means are different from each other; the observed differences in sample
means are attributable to sampling variabllity (or chance).
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Conditions for ANOVA

Conditions for ANOVA
|. Independence:
v within groups: sampled observations must be independent
v between groups: the groups must be independent of each other (non-paired)

Approximate normality: distributions should be nearly normal within each group

3. Equal variance: groups should have roughly equal variability
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Conditions for ANOVA

(1) independence

sampled observations must be independent of each other
» random sample / assignment

» each nj less than 10% of respective population

» carefully consider whether the groups may be repedted

. Sy “——p
iIndependent (e.g. no pairing) MmeasuUresS Ghova

» always important, but sometimes difficult to check
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Conditions for ANOVA

227

(2) approximately normal

» distribution of response variable within each group should be
approximately normal

» especially important when sample sizes are small

Lower class Working class Middle class Upper class

6 8 10
6 8 10

Sample Quantiles

Sample
2 4
1

!
2 4
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Conditions for ANOVA

(3) constant variance
» variability should be consistent across groups: homoscedastic groups

» especially important when sample sizes differ between groups

lower class 4! | 224 © -
working class 407 | 1.87 o
middle class 331 | 1.89 : :
upperclass 16 | 234 e ° o L

overall 795 | 198 I T T I
LOWER CLASS WORKING CLASS MIDDLE CLASS  UPPER CLASS
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