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Artificial Neural Networks  



 

Machine Learning - Basic terminology 
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Where are the Neural Networks? 
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Neural Networks 
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Perceptron 
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The Biological Inspiration: the Neuron 
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Feedforward Neural Network with One Hiden Layer 

8 



 

Network Training 
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Backpropagation 
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Neural Network Output and Decision Boundaries 
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Example of Overtraining 
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Monitoring Overtraining 
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Deep Neural Networks 
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How do  NNs work? 
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How do NNs learn? 
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How do NNs learn? 
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How do NNs learn? 
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Typical Applications 
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Input Preprocesing 
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Training 
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Training: (Stochastic) Gradient Descent 
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Training: more optimisers 
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Underfitting and overtraining 
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Overtraining solutions 
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Convolutional NN 
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Convolution layer 
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Average and Max pooling layers 
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Convolutional NN architecture 
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Recursive NN 
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Recursive NN: possible HEP applications 
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Adversarial NN 
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Generative Adversarial NN 
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Lorentz boost network: motivation 
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Lorentz boost network: network architecture 

35 



Lorentz boost network: feauture extraction 
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BN for tth(bb) vs tt+bb: performance 
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Conclusions 
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