DATA SCIENCE WITH
MACHINE LEARNING:
RETRIEVAL

This lecture is
based on course by E. Fox and C. Guestrin, Univ of Washington



What is retrieval?
=

Search for related items

Nearest

Neighbor

Input x,{x}: T
features for Compute
query point :
N dista nces'to Output xNN:
features of other x "nearest” point or

all other datapoints set of points to query
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What is retrieval?
N

Retrieve "nearest neighbor” article

Space of all articles,
organized by similarity of text

T

query article
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What is retrieval?
I
Or set of nearest neighbors

Space of all articles,
organized by similarity of text
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Retrieval applications

Just about everything...

Products

StrSeamlng content: Social networks
ongs

News articles (people you might want

Movies
TV shows
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Retrieval

as

k-nearest neighbor search
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1-NN search for retrieval
2

Space of all articles,
organized by similarity of text
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1-NN search for retrieval
S

Compute distances to all docs

Space of all articles,
organized by similarity of text
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1-NN search for retrieval
S

Retrieve "nearest neighbor”

Space of all articles,
organized by similarity of text

nearest neighbor
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1-NN search for retrieval
B

Or set of nearest neighbors

Space of all articles,
organized by similarity of text
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1-NN algorithm
B

1 — Nearest neighbor

* Input: Query article J_J:_)_(:q

Formally: W = min distance (Xg, %)

.
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1-NN algorithm
s

closest document

>
Initialize Dist2NN = eo, -

query document

Fori=1.2,..N <l
Compute: & = distance( | |, I )
If & < Dist2ZNN %, document i

from corpus

set q =i
set Dist2ZNN =
AV
Return most similar document . «X

closest document in /
corpus to query article
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k-NN algorithm

* Input: Query article _U X,
Corpus of documents

o XN

T

Formally:
NG Zt/x'"" el X"""i

i Y
e o Xi ek dn KT

: o
dstance (X; x,)Z Mo digmnce (X7, %)
/ 1 x“ j.s“'“#
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k-NN algorithm

sort first k documents
by distance to query doc

Initialize DistZk_NN — Sort(ﬁl,...,ﬁk) <— list of sorted distances

. it ) |. <— list of sorted docs

t(
For i=k+1,...,N «— Query doc

Compute: & = distance( J_. ! -h)

If & < Dist2KNNI[K] c— distance o k* N\ (furthese NN in sex)
find j such that 0 > Dist2kNNJ[j-1] but & < Dist2KNN{j]
remove furthest house and shift queue:

#ﬂ;gp' llllllLEl_fi lllll‘li___
@ Dist2kNN[j+1:k] = Dist2kNN[j:k-1]
set Dist2kNN[j] = & and [iflfil = | j  closesthdocs
Return k most similar articles -/

B B
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Critical elements of NN search
B

ltem (e.qg., doc) representation
X, €

Measure of distance between items:
0 = distance(x;, X,)
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Document representation
B

Bag of words model

- Ignore order of words

- Count # of instances of
each word in vocabulary

2| || |2 31l “Carlos calls the sport futbol.
Emily calls the sport soccer.”
A & (;@\\\\ 4’; 0"\\‘, 4;‘ o \ W o ot

B -
? B e
e At g s by wns g D e
e At e e e e e - c—— e e e
h Vs byt n e e W and b gud Nanhad sgiee m e (o wnd o o o | el ot
e ] e
% el e e b R R e s
B R e e L W v bt s A Y g A o -
- Ve

25/01,/2024




Document representation

A
Issues with word counts —
Rare words

Common words in doc: “the’, “player”, "field”, "goal’
Dominate rare words like: “futbol”, "Messi”
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Document representation
B
TF-IDF document representation

Emphasizes important words

- Appears frequently in document (common locally)

~_word counts

Term frequency =

- Appears rarely in corpus (rare globally)

Inverse doc freq. = qu L lade

-
11S<1Y !
@ L=V
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Document representation
o

TF-IDF document representation

Emphasizes important words

- Appears frequently in document (common locally)

Term frequency = word counts

— Appears rarely in corpus (rare globally)

| et _ [ # does
nverse doc freq. = |98 L dd

e J11S1 Y Or  RAT T"‘:I \
o ol =¥yt

Trade off: local frequency vs. global rarity tf * idf
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Distance metrics:

Distance metrics:
Defining notion of “closest”

In 1D, just Euclidean distance:

distance(x;x,) = [x;-X4|

In Multiple dimensions:
- can define many interesting distance functions

- most straightforwardly, might want to weight
different dimensions differently
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Distance metrics:
T

Weighting different features

Reasons:
- Some features are more relevant than others

# bedrooms
# bathrooms
sq.ft. living
sq.ft. lot
floors

year built
year renovated
waterfront
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Distance metrics:
E

Weighting different features

Reasons:
- Some features are more relevant than others

title
abstract
main body
conclusion
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Distance metrics:
N I

Weighting different features

Reasons:
— Some features are more relevant than others
— Some features vary more than others

Small changes . .
© matter more Specify weights
iﬁ @ < > .
o0 as a function of
2 s e ° Big changes feature spread
E P :ii matter less
L @ .
@ o0 .
o® o 0% For feature j:
e
e, o 1
Feature 1 g maxi(xi[j])_mini(xi[j])
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Distance metrics:
T

Scaled Euclidean distance

Formally, this is achieved via

distance(x;, xq) —
\/al()':i[l]-)t:q[l]):2 + ... + ay(x;[d]-x,[d])?

weight on each feature
(defining relative importance)
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Distance metrics:
T [

Effect of binary weights

distance(x; x,) =
Var (xi[11-x[11)2 + ... + ag(x;[d]-x,4[d])?

Setting weights as O or 1

Is equivalent to ] .
feature selection Feature engineering/

selection is
important, but hard
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Distance metrics:
T [

(non-scaled) Euclidean distance

Defined in terms of inner product

distance(x; x.) = / (X=Xg) T (Xi—X,)
(R111-%4111)2 + ... + (x;[d]-x,[d])2

Xa Xg,

j— — Y;-")t'q’

25/01/2024



Distance metrics:
2

(hon-scaled) Euclidean distance

Defined in terms of inner product

distance(x;, x,) = J(xi—xq)T(xi—xq) &

OGflL-xg[1D? + ... + (x[dl-x,[d])? &

E‘L\x;m-gru Yake
distance? = ' — 5q.rt.
A ymnG) E
SRR
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Distance metrics:

Scaled Euclidean distance

Defined in terms of inner product

distance(x; x,) = \/(xi—xq)Tl-;\(xi—xq)

ayX[11-X,[1)? + ... + agxid]-x,[d])?

v [ PR
: 1 —
distance? = | a, L
. a - :
XN ’ 1
] RV
\ F g
.~ — S
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Distance metrics:
En

Another natural inner product measure

1000530010000 Similarity
=%TX
i g

d
3/0/0/0/2/0l0/1/0/1]olofo] 2XIXl!
= 13
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Distance metrics:

I
Another natural inner product measure

Similarity

25/01/2024



Distance metrics
I

Cosine similarity — normalize

d
Similarity = X[j] x,[j o
=1 ’b\\bo
d Mm\\
_ > D2 &
- Not a proper =t /
distarlce o
metric : = COS(e) :’]:'3
- Efficient to ’ é'é
compute for |X- ”Xﬁ” 5
sparse vecs _ (Y [X st e
) (IHD ( g

o
I[)€1'|l ///’ Feature 1 -
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Distance metrics
T LT
Normalize

1000530010000 4—%;5
2
J(12 4+ 52 4+ 32 4 12) e - Z %6

1 53 1
// 000/ / 00/ 0000
6 66 6
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Distance metrics
=

Cosine similarity

In general, -\ < similarity < |

For positive features (like tf-idf) %u'
0 <similarity < '* o2

Define distance = 1-similarity
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Distance metrics
T

To normalize or not?
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Distance metrics

In the normalized case

o : E b e ratnd T
Pl ey e = -
| RSSO
2 et

Pttt

3 1
/|l0]l0o|/|0[O]|O(O 0|0(0]|0
6 6
1 1 4
ojof/|o}|/ |o]O|O /101010
4 4 4
Similarity | Similarity
=13/24 = 13/24
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Distance metrics
a6

But not always desired...

Normalizing can

make dissimilar

objects appear
more similar

short tweet

Common
compromise:
Just cap maximum
word counts

long document long document
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Distance metrics
I
Other distance metrics

- Mahalanobis

- rank-based

— correlation-based
- Manhattan

— Jaccard

- Hamming
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Combining distance metrics
I

Example of document features:

1. Text of document
- Distance metric: Cosine similarity

2. # of reads of doc
— Distance metric: Euclidean distance

Add together with user-specified weights
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Scaling up k-NN search

by storing data in a KD-tree
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Complexity of brute-force search
B

Given a query point, scan through each point

- O(N) distance computations per 1-NN query!
- O(Nlogk) per k-NN query!

= ==l \\hot if N is huge???
| ~ (and many queries)
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KD-trees
T

Structured organization of documents

- Recursively partitions points P .
Into axis aligned boxes. _:J_

Enables more efficient ‘ o | o
pruning of search space

Works “well” In “low-medium” dimensions
- We'll get back to this...
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KD-trees
N

KD-tree construction

®e ® . Start with a list of
v % d-dimensional points.
[ ]
j oo o .’ ° ---
T L L ] ™ 1 0.00 0.00
L’ 2 100 4.31
oo’ . 3 0.13 2.85
e - .. L]
Fentnrn| T' GJZ-‘ ;E&fL
. Oelies  (wod V) (word ¥
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KD

-frees

KD-tree construction

X205

<« 0S8 —>

xh)»>0.6

Split points into 2 groups
Split dimension
E—
NO- \YES
--- ---

0.00 0.00 1.00 431
3 0.13 2.85
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KD-trees

44|
KD-tree construction
s Recurse on each group
i‘? T separately Split dim 1
o Split value 2
g Split dim 2 O ES
Split value 2 @ Pt XU x21
NO ES 2 1.00 431
--- ---
0153 2.85 0.00 0.00
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KD-trees
N

KD-tree construction

.:J.
[ ]
e ¢ o
T *
& L ] o
L
[ ] . b
ol .-' ° b - CS/ \C)
Pﬂ'nﬂ’ﬂ here -
. . . 'Sﬂ.’c{sf-,i all
Continue splitting points at each set  wndifions dowon
- Creates a binary tree structure titf"{"u}p

Each leaf node contains a list of points
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KD-trees
o

KD-tree construction

EL .:J.' / \ ?wft &
& o [- ; ‘SP e Jvm “:
& [ ] L 3 hm ﬂ% bx
T O
s Y W

SvdEy v

Keep one additional piece of info at each node:
%3~ The (tight) bounds of points at or below node
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KD-trees
e
KD-tree construction choices

Use heuristics to make splitting decisions:

- Which dimension do we split along?
widest (or alternate)

— Which value do we split at?

median (or _center point of box,
14n0ring dake in box )

- When do we stop?

fewer thon m  pts \ef &
or

——

box  hits  mini mum width
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KD-trees

Many heuristics...

{4

lULJ,J,anem‘ | P=os

I P gt T Tpﬁ

o

g
il

BRI

TR |t

median heuristic center-of-range
heuristic
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Nearest neighbor with KD-trees
=

Traverse tree looking for nearest neighbor to query point
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Nearest neighbor with KD-trees

_ 50 |
% | ° e | ,sa70%
s A /O\\\lﬁ
e o ° @
‘T I /\) o“/ \o
5 R iR O’E:_),d’b\b d’d}ab
05

1. Start by exploring leaf node containing query point
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Nearest neighbor with KD-trees

51
... e %:J. ® “1:\'?\'
e | o R | (/{\./\x»}::
snammven ENL N BN
) ) ‘.___“ - e cj’d/\b\b d,cj’\o\b of d”b\b

1. Start by exploring leaf hode containing query point
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Nearest neighbor with KD-trees
=

)1
\o

AN
/

\,
o d\b\b gcj:bb

ofo"o/

1. Start by exploring leaf hode containing query point
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Nearest neighbor with KD-trees

=
T NN
1 e Ll CRANAYER

1. Start by exploring leaf node containing query point
2. Compute distance to each other point at leaf node
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Nearest neighbor with KD-trees
=

Does nearest neighbor have to live at

e®e _~ leaf node containing query point?
_ distenct <0 O
NN Sownd 0 607
°e o O/ \O
R o"{ }’\o &O\g %O\o
.. .:.:_. ] d/ b Cj/ b d/ b

1. Start by exploring leaf node containing query point
2. Compute distance to each other point at leaf node
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Nearest neighbor with KD-trees
n

Update distance bound when new
~ nearest neighbor is found

1. Start by exploring leaf node containing query point
2. Compute distance to each other point at leaf node

3. Backtrack and try other branch at each node visited
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Nearest neighbor with KD-trees

_ 56|
~
%o ® . /__ A‘W: bm{h’
e é“"" “‘/O\

e
. oo d/d’\b\o cj’d/‘o\b of ‘5%

} T m AR

Use distance bound and bounding box of each node to
prune parts of tree that cannot include nearest neighbor
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Nearest neighbor with KD-trees

® o Q

BRI

Use distance bound and bounding box of each node to
prune parts of tree that cannot include nearest neighbor

P
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Nearest neighbor with KD-trees

Use distance bound and bounding box of each node to
prune parts of tree that cannot include nearest neighbor
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Nearest neighbor with KD-trees
B

Complexity AR,

For (nearly) balanced, binary trees...

. (EOQZS;I’U'(;:‘?T nodes € | datept ax each leaf — O CND

- Depth: Q{104 WD
~ Median + send points left right;: O (N) ot every level of the tree
— Construction time: O(W 155 N
 1-NN query
— Traverse down tree to starting point: DC\Df) B
- Maximum backtrack and traverse: O(N) ‘n worst case

- Complexity range: 0(1,,5 V)— OC(ND

Under some assumptions on distribution of points,
we get O(logN) but exponential in d

____————;-::—_____‘
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Nearest neighbor with KD-trees

Complexity

=1l

o]
L&
o
L=}
o L=
o e
_.-——-ﬂ\'I o
o o
[+]
o]

\
Bincs

e

=

=]

X

1'
=

L
c| @ o= o
s
b
o
o

7
h,

° ::H-‘““«__ ____,-/ D i

o

(closer to O(log N) )

pruned many

pruned few

(closer to O(N) )
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Complexity for N queries
N

* Ask for nearest neighbor to each doc
N qu,u'"lts
* Brute force 1-NN:
O(WN)
* kd-trees:
O(NVeg N> —» D (N

N oo
T P or

Big
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Complexity for N queries

I
Inspections vs. N and d

exp(d) trend

log(N) trend

# inspections

3 8 g & E g g g

# inspections
8

(wrne d

I P

7 a9 11 13 iﬁ
d X;G&ﬁk

Z |8
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k-NIN with KD-trees

distance to 2" nearest neighbor
0% ° a / in 2-NN example

L t L O
L .. L e o\)

- ®
S dé&b&o\g%)%
N 8 S8

Exactly same algorithm, but maintain distance to
furthest of current k nearest neighbors

25/01/2024



Approximate k-NN with KD-trees

Before: Prune when distance to bounding box > r
Now: Prune when distance to bounding box > r/

Prunes more than allowed, but can guarantee that if we return a
neighbor at distance r, then there is no neighbor closer than r/ o

i L A Ao
e | o - ; o/ \O
) .° T e /\; o’/ \‘o
5 :.:_. . of \bd/d’\bbdp’\b‘b &E

Saves lots of search

time at little cost in
quality of NN!

™~ Bound loose...In practice, often closer to optimal.
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Closing remarks on KD-trees
N

Tons of variants of kd-trees

- On construction of trees
(heuristics for splitting, stopping, representing branches...)

- Other representational data structures for fast NN search
(e.g., ball trees,...)

Nearest Neighbor Search
- Distance metric and data representation crucial to answer returned

For both, high-dim spaces are hard!
- Number of kd-tree searches can be exponential in dimension
* Rule of thumb... N >> 29 Typically useless for large d.
- Distances sensitive to irrelevant features

* Most dimensions are just noise = everything is far away
* Need technique to learn which features are important to given task
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KD-tree in high dimmensions
T

» Unlikely to have any data points
close to query point

+ Once "nearby” point is found,
the search radius is likely to
Intersect many hypercubes
In at least one dim

+ Not many nodes can be pruned

+ Can show under some conditions
that you visit at least 29 nodes
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Moving away from exact NN search
I

* Approximate neighbor finding...

- Don't find exact neighbor, but that's okay for
many applications

Out of millions of articles, do we need the closest
article or just one that's pretty similar?

Do we even fully trust our measure of similarity???

* Focus on methods that provide good
probabilistic guarantees on approximation
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Locality Sensitive Hashing (LHS)

as alternative to KD-trees
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Locality sensitive hashing

Simple “binning” of data into 2 bins

Score(x) = 1.0 #awesome — 1.5 #awful

Like a decision boundary

= in classification
=l Score(x) <O
#“.
4
3 2D Data Sign(Score)
2 X = [0, 5] -1
1 X, = [1, 3] |
o X5 = [3, O] 1

#Hawesome
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Locality sensitive hashing

Using bins for NN search

X = [0, 5]
%, = [1, 3]
Xz = [3, O]

2

=

(18]

I+

il
il
1

0 — candidate

0 €«——= neighbors if

1 / Score(x)<0

Only search here for
queries with Score(x)>0

#Hawesome, .
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Locality sensitive hashing
N

Using score for NN search
2D Data | Sign(Score) | Binindex

x, = [0, 5] -1 0 candidate
x; = [1, 3] -1 0 :\ neighbors if
xz = [3, 0] 1 1 / Score(x)<0
: - HASH
List containing {1.2.4,7,..} {3,5,6,8,...}

TABLE

iIndices of datapoints:

\

search for NN
amongst this set
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Locality sensitive hashing

N

Provides approximate NN

Nearest neighbor to
query point found? NO

| #awful

Hawesome
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Locality sensitive hashing
2
Three potential issues with simple approach

1. Challenging to find good line

2. Poor quality solution:
- Points close together get split into separate bins

3. Large computational cost:

- Bins might contain many points, so still
searching over large set for each NN query

List containing {1,24,7,..} {3,5,6,8,...}
indices of datapoints:
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Locality sensitive hashing

=

How to define the line?

Crazy idea:
Define line randomly!

| #awful

Hawesome
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Locality sensitive hashing

How bad can a random line be?
Goal: If x,y are close (according to cosine similarity),
want binned values to be the same.
E
#...
a4
3
2 Both points
1 in bin O
0

Hawesome
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Locality sensitive hashing

=

How bad can a random line be?

Goal: If X,y are close (according to cosine similarity),
want binned values to be the same.

| #awful

y

Both points
X INn bin 1

Hawesome
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Locality sensitive hashing

=

Goal: If x,y are close (according to cosine similarity),
want binned values to be the same.

:#tavvful

One point in
bin 0 and

otherin bin 1

ar © ffawesome
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Locality sensitive hashing

= ...

How bad can a random line be?

Goal: If x,y are close (according to cosine similarity),
want binned values to be the same.

#awful

y Binsare
different

Bins are
the same

If B, is small (x,y close),
unlikely to be placed
iINnto separate bins

Bins are
the same

Hawesome
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LSH: improving efficiency

I
Reducing search cost through more bins
Bin index:
_ 0001 ine2
“E Bin index:
g 010]

Linel Binindex:
[110]

Line 3

Bin index:
[111]

o = (N} (N Fu :

H#awesome
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LSH: improving efficiency
B

Using score for NN search

2D Data Sign Bin1 Sign Bin 2 Sign Bin 3
(Scc:-rel} index (Scorezl index (Scoresl index

x, = [1, 3] -1 0 -1 0 -1 0
x5 = [3, 0] 1 1 1 1 1 1

Data {1.2} == {4,8,11} == == == {7.9.10} {3.5.6}

indices: \

search for NN
amongst this set
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LSH: improving efficiency
I

Improving search quality by
searching neighboring bins

v
[00O] [[001] [[010] |[011]
=2 =3
Data {1,2} -- {4.8,11} -- -- -- {7.9.10} {3,5,6}
| indices: ' |
) Bin index:
Query point here, = 000 Line2
: = Bin index:
4 Linel Binindex:
Not necessarily 3 e
> Line 3
Even worse than before...Each line can split pts. 1 [E;i'z il']’de’“
Sacrificing accuracy for speed
1 J Y P . S 01 2 3 4 .. gawesome

25/01/2024



LSH: improving efficiency
o

Improving search quality by
searching neighboring bins

Bin [000] [001] [010] [011] |[[100] |[[101] [110] [111]

=: =6 =7
—
indices:

\ / Binjndex:
Next closest =

binS 4 inel Binindex:
(flip 1 bit) |

Hawful

Bin index:
111]

- Hawesome
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LSH: improving efficiency
i

Improving search quality by
searching neighboring bins

[000] [001] .OLJ] 011] ([100] [[101] [110] (1110

=3 =6 =
Data {1,2} {4,8,11} {7,9,10}§ {3,5.6}
indices:
Further bin

Bin index:
(flip 2 bits)

000]  Line2
Bin index:
@ [010]
Linel Binindex:
[110]

Line 3

#Hawful

= NN

Bin index:
[111]

01 2 3 4 .. gawesome .
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LSH: improving efficiency

Improving search quality by
searching neighboring bins

Bin [000] [001] [010]

Data {1.2} {4,811}
indices:

[011] (100] |[101]

Quality of retrieved NN can only
Improve with searching more bins

Algorithm:

Continue searching until
computational budget is reached

or quality of NN good enough

[110]
=6

111]
=7
{3,5,6}
Bin index:
3 000l  Line2
2 Bin index:
(1]
H* [010]
: © Line1 Bin index:
; [110]
> Line 3
1 Bin index:
111]
01 2 3 4 .. fHawesome
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LSH recap
S

pam—

* Draw h random lines

« Compute “score” for each point
under each line and translate to
binary index

» Use h-bit binary vector per data
point as bin index

kd-tree competitor
data structure
A

__* Create hash table

« For each query point x, search bin(x),
then neighboring bins until time limit
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LSH: moving to higher dimmensions d

o5 |
Draw random planes

X[2]

X[3]

#Hawful

X
>
,@:

O
X Score(x) = awesome
+ V5 fFFgwiul

#awesome x[1] + Vo #great
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LSH: moving to higher dimmensions d
2
Cost of binning points in d-dim

—

») .
Score(x) = VZ'#awesome Per data point,

. x | need d multiplies
AL #l-éWfUl to determine bin

g
~ _ . ) some '?‘?\“T"‘
i v, & S

One-time cost offset if many

queries of fixed dataset
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Wrapping up
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Deploing inteligence module
i

Case studied are about building, evaluating,
deploying inteligence in data analysis.

=)

f N

Model & Optimization :
: Evaluation
parameters algorithm
Use pre-specified
or develop your own
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Prediction: Predicting house prices
B

e Linear regression

Regularization:
Ridge (L2), Lasso (L1)

o (Gradient descent
e Coordinate descent

Algorithms

e Loss functions, bias-variance
Concepts tradeoff, cross-validation, sparsity,
overfitting, model selection
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Classification: Sentiment analysis
I

e Linear classifiers
(logistic regression, SVMs, perceptron)

MOdelS e Kernels

e Decision trees

Stochastic gradient descent
Boosting

Algorithms

e Decision boundaries, MLE, ensemble
Concepts methods, random forests, CART,
online learning
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Clustering& Retrieval: Finding documents
es "

e Nearest neighbors
Models e Clustering, mixtures of Gaussians
e Latent Dirichlet allocation (LDA)

 KD-trees, locality-sensitive hashing (LSH)
Algorithms ERSUCELE
e Expectation-maximization (EM)
e Distance metrics, approximation
Concepts algorithms, hashing, sampling algorithmes,
scaling up with map-reduce
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