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 What is: Machine Learning (ML) & Multivariate Analysis/Technique (MVA) 

 Basics  (classification, regression) 

 ROC-curve 

 Generative vs discriminative models 

 MVA/ML algorithms 

 Naive Bayesian, KNN, 

 Linear discriminators, SVM 

 Model fitting – gradient decent and loss function 

 General comments about MVAs 

 



 

HEP Experiments: Simulated Higgs event in CMS 
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HEP Experiments: Event Signatures in the Detector 
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HEP: Everything started Multivariate 
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What is Machine Learning 
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What are Multivariate Techniques 

6 

Background 

Signal 



Multi-Variate Regression 
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Regression -> model functional behaviour 
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Multi-Variate Classification 
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Classification: Different Approaches 
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Signal Probability Instead of Hard Decisions 
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Event Classification 
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Event Classification 
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      efficiency and purity 



Event Classification 
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Receiver Operation Characteristic (ROC) curve  
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Receiver Operation Characteristic (ROC) curve  
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Receiver Operation Characteristic (ROC) curve  
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Event Classification -> finding the mapping function y(x) 
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Classification <-> Regression 
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Machine Learning Categories 
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Kernel Density Estimator 
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Kernel Density Estimator 
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Kernel Density Estimator 
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K- Nearest Neighbour 
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„Curse of Dimensionality”   
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Naive Bayesian Classifier 
 (Projective Likelihood Classifier) 
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De-Correlation 
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De-Correlation via PCA 
(Principal Component Analysis) 
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Decorrelation at Work 
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Correlation Coefficients 
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Discriminative Classifiers 
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Linear Discriminant 
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Fisher’s Linear Discriminant 
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Linear Discriminant and non linear correlations 
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Classifier Training and Loss Function 
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Classifier Training and Loss Function 

36 

- 



Logistic Regression 
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Logistic Regression 
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Logistic Regression 
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(Stochastic) Gradient Decent SDG 
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Overtraining 
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Regularisation 
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Cross-Validation 

43 



General Advice for (MVA) Analyses 
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MVA Categories 
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About Systematic Errors 
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MVA and Systematic Uncertainties 
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Classifiers and Their Properties 
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Summary 
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