INTRODUCTION
TO DATA SCIENCE

This lecture is
based on course by E. Fox and C. Guestrin, Univ of Washington



Recommender system

B
Personalization is transforming
our experience of the world

Information overload

100 Hours a Minute Browsing S "history"
What do | care about? — Need new Ways

to discover content

Personalization: Connects users & items

viewers videos
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Recommender system
i

Movie recommendations

NETFLIX

Recently Watched

SUQQestlons for You ﬁ “

lpPiksfoMtthcw

Like: Lost: Season §
HERQES Ml e, . M\

Connect users with movies
they may want to watch
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Recommender system
N

Product recommendations

ama;unﬂum Help | Glooe window

= Recommaended tor You

| High Performance Web Sites:
Essential Knowledge for
Froni-End Englnears

by Steve Soudsrs (Author) @ Recommendations @

Our Price: $15.79

Here's a daily sampke of itams recommended for wou, Chck bere to see all recommeendal
Used & now fom 51624 EEe
| - — I___.- ;lr')lll'
Ghed to Canty) ( Add 10 Wish List | I
: B oL
Because you purchased... m A g
< % £
< - . e —
Esin Fagber Wb Skes|
Programming Collective Intelligence: Bullding Serforma.. [Paperback) by Simple JavaSorik (Faperback) The art B3
Shesve Soiadars by Eewin Yank (Faperback
Smart Web 2.0 Applications [Faperhack] o e drde’s (18] 52697 i
b]l' lejp’r Segaran l:ﬁ' uth |3r:| Fix this recomimendatic Fix thiz recommerdetion Fix thiz mac
NFEe il  caorithms  Boxed Sets  pusiness & Cukure Java

Netwarkmg Metwarks, Protocols & APz P
SqL

Recommendations combine

global & session interests
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Recommender system

Music recommendations

PANDORA PT—

—— e e A e =Y

A Now Playirg B vusic Foad A vy Protia

Norweglan Wood [This Bard Has Flown) g0
y Th= Beallas

Lyrics

Recommendations form
coherent & diverse sequence
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Recommender system
N
Friend recommendations

Users and “items”
are of the same “type”
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Recommender system
2
Drug-target interactions

Cobanoglu et al. 13

/7 Ndrugs

/ M targets

What drug should we
‘repurpose” for some disease?
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Building a recommender system
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Simplest approach: Popularity
B

MOST POPULAR

o What are people E-AAILED BLOGGED | SEARCHED

1. Really?: The Claim: Lack of Sleep [ncreases the Risk of
Catching & Cold,

viewing how? e R AT

3. Yes, We Speak Cupeake

R k b l b l 4. Gossamer Silk, From Spiders Spun
—r a n y g O a 5. Tie to Pets Has Germ Jumping to and Fro
. 6. Maurcen Dowd: Where the Wild Thing [s
popularity 7. M Dowd: Bne L the Now Biack
8. The Haly Grail of the Unconscious
9. For Opening Night at the Metropolitan, a New Sound:
Booing
10. Economic Scene: Medical Malpractice System Breeds
Maore Waste

Go to Camnplete List »
=4 CUSTOMIZE HEADLINES

Crav soraizoc kst of haanings based
sls. Gel Started »

* Limitation:
- No personalization
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Solution 1: classification
B 5

What's the probability I'll buy this product?

User info

Yes!

Purchase history

Product info

No

Other info

* Pros:

- Personalized:
Considers user info & purchase history

- Features can capture context:
Time of the day, what | just saw,...

- Even handles limited user history: Age of user, ...
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Solution 1: Classification
I
Limitations of classification approach

User info

Yesl!

Purchase history

Product info

No

Other info

» Features may not be available

« Often doesn't perform as well as
collaborative filtering methods (next)
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. People who bought this
Solution 2: also bought...

Co-occurrence matrix

 People who bought diapers also
bought baby wipes

- Matrix C:
store # users who bought both items i &
- (# items X # items) matrix

- Symmetric: # purchasing i & jsame as # forj &i (C,J- = C_,-,)
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People who bought this

Solution 2: also bought...

Making recommendations using

CO-occaurences

@
. Usera\?/,\ purchased diapers

1. Look at diapers row of matrix

2. Recommend other items with largest counts
- baby wipes, milk, baby food,...
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. People who bought this
Solution 2: also bought...

Co-occurrence matrix must be
normalized

« What if there are very popular items?

— Popular baby item:
Pampers Swaddlers diapers

— For any baby item (e.q., i=Sophie g/raffex)
large count C;; for j=Pampers Swaddlers

e Result:
- Drowns out other effects
- Recommend based on popularity
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. People who bought this
Solution 2: also bought...

Normalize co-occurrences:
Similarity matrix

« Jaccard similarity: normalizes by popularity

- Who purchased i and j divided by
who purchased jorj

+ Many other similarity metrics possible, e.q., cosine similarity
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. People who bought this
Solution 2: also bought...

N
Limitations

* Only current page matters, no history
- Recommend similar items to the one you bought

 What if you purchased many items?
- Want recommendations based on purchase history
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. People who bought this
Solution 2: also bought...

I I
(Weighted) Average of purchased items

. User\i‘ bought items {diapers, milk}
- Compute user-specific score for each item j
in inventory by combining similarities:

Score( i\ baby wipes) =

Y2 (Sbaby wipes, diapers + Sbaby wipes, mﬂk}

- Could also weight recent purchases more

+ Sort Score(ii\;j} and find item J with highest similarity
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. People who bought this
Solution 2: also bought...

Limitations

* Does not utilize:

- context (e.qg., time of day)

- user features (e.qg., age)

- product features (e.qg., baby vs. electronics)
* Cold start problem

- What if a new user or product arrives?

19/12/2017



. Discovering hidden structure
Solution 3: by matrix factorization

Movie recommendation

 Users watch movies and rate them

Each user only watches a few of the available movies
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. Discovering hidden structure
Solution 3: by matrix factorization

Movies Y

« Data: Users score some movies

E@tfnqﬁs,‘djl(nown for black cells
Rating(u,v) unknown for white cells |_/ Cilling in
- a 7

- Goal: Filling missing data? f;:::.: PP

& Not Intere d

e
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Discovering hidden structure

Solution 3: by matrix factorization

Suppose we had d topics for
each user and movie

 Describe movie v with topics R,
- How much is it action, romance, drama,...

—, S
Ru=[ 03 D.cﬁ,_f;...- 1

< .
* Describe useru A, with topics L,

How much she likes action, romance, drama,...
"
Lu‘-’[_'l.S' ° 0% --- \

« Rating(u,v) is the product of the two vectors L5
ﬂw-'*[ 0.3 0.0( l_f ] — t;.?,l'l-g*' O« \.‘:*Dﬂg ... = @
:[15 0.% .. S¥ 0.0l +... = 0.8
’ L'z gf o0 - ]'1 - O+ a'bl.ﬂ?’c*lf'ﬁ\

- Recom éﬁ%igtions: sort movies user hasn't watched by Rating(u,v)
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. Discovering hidden structure
Solution 3: by matrix factorization

Predictions in matrix form

But we don't
know topics of
users and movies...
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. Discovering hidden structure
Solution 3: by matrix factorization

N
Matrix factorization model:

Discovering topics from data

Ratihg= Rss(L)R):.

.
2
(Rah‘injf.u,uﬂ_ <L Ry ‘?)
Rjr 4‘,_\/__ fach'EtJ, (h'lrlﬂj

L-“\f + Eﬂr)uda ol
Parameters

‘qw stficient agorithms
of model for factorization

N

* Only use observed values to estimate "topic” vectorsfn and ﬁ“
+ Use estimated Tu and ﬁvfor recommendations

—
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. Discovering hidden structure
Solution 3: by matrix factorization

Limitations of matrix factorization

« Cold-start problem

- This model still cannot handle a new user or movie

Rating= fikings
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Featurized matrix factorization
B

Combining features and discovered topics

» Features capture context
- Time of day, what | just saw, user info, past purchases,...
* Discovered topics from matrix factorization capture
groups of users who behave similarly
- Women from Seattle who teach and have a baby

 Combine to mitigate cold-start problem
- Ratings for a new user from features only

- As more information about user is discovered,
matrix factorization topics become more relevant
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Blending models
T

» Squeezing last bit of accuracy by
blending models

* Netflix Prize 2006-2009

- 100M ratings N o e
- 17,770 movies ‘sl e
- 480,189 users  _oceroard theme
- Predict 3 million

ratings to =

highest accuracy
- Winning team blended over 100 models
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Performance metrics
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Performance metrics
|

User likes subset of items

@
N .
’ ’.‘
awd b 51
I 2 D 4
oY
L e lﬂ. .
I i . .

.
g mm}i! L)
. S5
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Performance metrics
I
Why not use classification accuracy?

» Classification accuracy =

fraction of items correctly classified
(liked vs. hot liked)

 Here, not interested in what a person
does not like

« Rather, how quickly can we discover the
relatively few liked items?

— (Partially) an imbalanced class problem
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Performance metrics
50|

How many liked items were
recommended7

. #liked & shown
Q; # lked
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Performance metrics
]

Maximize recall:

# liked & shown
# liked
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Performance metrics
2|

Resulting precision?

Precision

# liked & shown
# shown
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Performance metrics
=N

Optimal recommender

Precision =1
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Performance metrics
B

Precision-recall curve

+ Input: A specific recommender system
» Output: Algorithm-specific precision-recall curve

» To draw curve, vary threshold on # items recommended
- For each setting, calculate the precision and recall

zr*“*ﬂ?ﬁgﬁﬁ}wncnéﬁi“

precision -
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Performance metrics
B

Which Algorithm is Best?

» For a given precision, want recall as large as possible
(or vice versa)

*+ One metric: largestj|area under the curve [AUC)J ¢

* Another: set desired recall and maximize precision
(precision at k)

precision

X KA,
L1 Y R
recall
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What you can do now ...
N

+ Describe the goal of a recommender system
* Provide examples of applications where recommender systems are useful
* |Implement a co-occurrence based recommender system

+ Describe the input (observations, number of “topics’) and output ("topic”
vectors, predicted values) of a matrix factorization model

+ Exploit estimated "topic” vectors (algorithms to come...) to make

recommendations

* Describe the cold-start problem and ways to handle it (e.g., incorporating
features)

* Analyze performance of various recommender systems in terms of precision
and recall

+ Use AUC or precision-at-k to select amongst candidate algorithms
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