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Chapter 5

Fluctuations and Linear Irreversible

Processes

5.1 Einstein’s theory of fluctuations

In this chapter we will present several aspects of
the statistical theory of fluctuations and the the-
ory of linear irreversible processes (Haase, 1963; Pri-
gogine, 1967, Keller, 1977; DeGroot & Mazur, 1984,
Schwabl, 2000, Schimansky-Geier & Talkner, 2002).
This theory is a well developed part of the statistical
physics which holds true close to equilibrium. The
main result of the statistical theory near to equilib-
rium is the foundation of a deep connection between
fluctuations and dissipation, both phenomena seem-
ingly not related one to the other. This insight is due
mainly to the work of Einstein and Onsager. One
of our main topics is the study of the interaction of
the degree of freedom under consideration with the
surrounding. In this relation the concrete way of in-
teraction with the particles or dynamic modes of the
surrounding is not of interest for the description of
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4 Fluctuations and Linear Irreversible Processes

the relevant variables. This interaction causes dissi-
pation, i.e. the distribution of concentrated energy
to many degrees of freedom and causes deviations
from the equilibrium states, fluctuations. Thus as
will be shown, the correlation functions and spec-
tra of the fluctuations stand in close relation to the
response function on external forces, to the dissipa-
tive and transport coefficients as long as the linear
approximation around an equilibrium states holds.
Unfortunately the extension of this beautiful theory
to all systems far from equilibrium is impossible.

The Boltzmann-Planck principle developed in Sec-
tion 4.1 was generalized by Einstein and applied to
fluctuations in several seminal papers published in
1902-1906. Suppose that x should be a fluctuating
quantity of a thermodynamic system. Taking the
general view of statistical physics, we will assume
that x is an explicit function of the microscopic vari-
ables.

x = x(q1, ...., pf). (5.1)

Suppose further on that we deal with an isolated ther-
modynamic system, i.e. E, N, V are (macroscopic)
constants. We want to find the probability distri-
bution w(x) of the fluctuating value x under the
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given isoenergetic conditions. The key for the so-
lution of this problem is the statistical definition of
the thermodynamic entropy due to Boltzmann and
Planck (see Section 4.1). Under the assumption of
thermodynamic equilibrium at fixed E, V, N we will
introduce a conditional entropy S(x|E, V, N) for the
microscopic states where a certain value of x is re-
alized. Geometrically the form x = const is some
subset of the hypersurface E = const.. Therefore,
this entropy is determined by the number of micro-
scopic states or in other words by the thermodynamic
weight Ω(x|E, V, N) of the states which correspond
to the value of x:

S(x|E, V, N) = kB ln Ω(x|E, V, N). (5.2)

The probability distribution to find a certain value
of x is then defined by

ω(x|E, V, N) =
Ω(x|E, V, N)

Ω(E, V, N)
(5.3)

or respectively according to (5.1)

ω(x) = exp



− 1

kBT
(S(E, V, N) − S(x|E, V, N))



.(5.4)

Therefore we reduced the information on the ther-
modynamic system to the knowledge of the distri-
bution of x. The main idea in Einstein’s approach
consists in the calculation of the entropy difference
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δS for two states based on thermodynamic relations,
i.e. the Gibbsian fundamental equation. Addition-
ally since (5.4) is a normalized distribution we do
not have to know the full thermodynamic entropy
S(E, N, V ), but just relative changes. Further on
we set S(x|E, V, N) = S(x). Then obviously, is true
that

ω(x) =
exp[S(x)/kB]

∫

dx exp[S(x)/kB]
. (5.5)

The same result may be obtained by application of
a projection technique. By introducing a δ-function
we collect the microscopic probability corresponding
to the value x. The conditional entropy (5.2) then
reads

S(x|E, N, V ) = kB ln
∫

dΓδ(x−x(q1, ..., p3N))δ(H−E)
(5.6)

The probability distribution follows respectively

ω(x) = exp[−S(E, V, N)/kB] ·
∫

dΓδ(x − x(q1, ..., p3N))δ(H(q1, ..., p3N) − E)(5.7)

This expression is equivalent to the distribution (5.4).
The present approach can also be applied to micro-
scopic distributions under different thermodynamic
constraints. For example, if x is a fluctuating value
of an isothermic-isochoric system the projection pro-



October 3, 2007 18:20 WorldScientific/ws-b9-75x6-50 LecKra5˙6

Einstein’s theory of fluctuations 7

cedure yields

ω(x|T, V ) = exp







F (t, V )

kBT
− F (x|T, V )

kBT





 (5.8)

where

F (x|T, V ) == −kT ln
∫

dΓδ(x − x(q1, ..., p3N)) exp [−H(q1, ..., p3N/kBT ](5.9)

is the conditional free energy for the isothermic-isochoric
system under the condition that x is fixed.
Let us list some general properties of the probabil-
ity distribution near equilibrium. First of all looking
for distributions of x around the equilibrium value x0

the thermodynamic potentials have extremal proper-
ties with respect to x. From the second law follows
S → max , the maximum is reached in equilibrium,
i.e. if x reaches the value x0. Therefore an expansion
around a stable equilibrium state gives

S(x) = S(x0) −
1

2
kBβ(x − x0)

2 (5.10)

with

β = − 1

kB







∂2S

∂x2





 > 0. (5.11)

This way we obtain that the fluctuations around equi-
librium states are Gaussian.

ω(x) =

√

√

√

√

√

β

2π
exp



−1

2
β(x − x0)

2


 (5.12)
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The standard deviations are determined by the sec-
ond derivatives of the entropy

〈(x − x0)
2〉 = 1/β (5.13)

For other thermodynamic embeddings we obtain in
an analogous way Gaussian distributions where β is
the positive second derivative of the corresponding
thermodynamic potential. As a concrete example we
derive the distribution of the fluctuating position of
a mechanical spring. It is surrounded by a gas and
both the spring and the gas should be in equilib-
rium under the condition that the overall energy is
constant. The change of the entropy of the overall
system (gas and spring) can be calculated using the
concept of the reversible “Ersatzprozess”. It yields
for small deviations

dS =





∂S

∂E





V
dE = − 1

T
dWmin (5.14)

where Wmin is the required minimal reversible work
which has to be applied to bring the spring out off
equilibrium. In our case, if x0 is the equilibrium po-
sition and χ the elasticity

dS = − 1

T
χ(x − x0)dx (5.15)
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Therefore we arrive at

ω(x) =

√

√

√

√

√

χ

2πkBT
exp





−χ(x − x0)
2

2kBT





 . (5.16)

This formula played an important for the experimen-
tal determination of the Boltzmann constant kB .

5.2 Fluctuations of many variables

In the case that there are several fluctuating variables
x1, ..., xs, the variable x may be treated as a vector x

with components xi, (i = 1...n) (Klimontovich, 1982,
1986). The resulting Gaussian distribution near the
equilibrium state x0 reads

ω(x) =

√

√

√

√

√

√

detβ

(2π)n
exp



−1

2

∑

βij(xi − xi0)(xj − xj0)





(5.17)
with the matrix

βij = − 1

kB







∂2S

∂xixj





 (5.18)

and the second moments

〈(xi − xi0)(xj − xj0)〉 = (β−1)ij. (5.19)

As an application we determine now the fluctuations
of the thermodynamic variables T, V, N etc. of a sub-
volume which is embedded into a thermal bath with
temperature T . Both bath and subvolume together
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should be adiabatically isolated, i.e. their common
energy, volume and particle number E, V, N are con-
stants. Two standard problems are:
i) V is fluctuating and N is fixed, or
ii) N is fluctuating and V is fixed.
Here N, V denote the particle number and volume
of the subvolume respectively. We have to calculate
the entropy change of an occurring fluctuation tak-
ing into account the thermodynamic constraints. If
the subvolume is a macroscopic body, this entropy
change consists of two parts coming from the subvol-
ume and from the bath, respectively

∆Stotal = ∆S + ∆Sb. (5.20)

First we let V be fluctuating and the particle num-
ber of the subvolume N be conserved. Conservation
of the overall volume and energy makes the entropy
change of the bath to be a function of the values for
the subvolume

∆Sb =
∆Eb + pb∆Vb

T0
= −∆E + p0∆V

T0
. (5.21)

Further we expand ∆E in a series for small deviations
of the entropy and the volume from its equilibrium
values.

∆E = T0∆S−p0∆V +
1

2
(∆T∆S−∆p∆V ) (5.22)
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Combining these relations we find in quadratic ap-
proximation the probability for occurring fluctuations
of the thermodynamic variables

W = A exp





∆p∆V − ∆T∆S

2kBT0



 (5.23)

Analogously we get for a fixed subvolume and a fluc-
tuating particle number

W = A exp



−∆µ∆N + ∆T∆S

2kBT0



 . (5.24)

We mention that in both cases the values in the ex-
ponents correspond to the negative minimal work
which has to be applied to bring the subvolume to
the nonequilibrium state with ∆T, ∆S etc.. Now we
remember that the deviations from equilibrium are
not independent one from each other near to equi-
librium. In both expressions only two variable are
independent and will govern the behavior of the re-
maining variables by the caloric and thermic state
equation. Selecting in (5.23) ∆T and ∆V as inde-
pendent variables it determines the behavior of ∆S
and ∆p

∆S =





∂S

∂T





V
∆T +





∂S

∂V





T
∆p, (5.25)

∆p =





∂p

∂T





V
∆T +





∂p

∂V





T
∆V. (5.26)



October 3, 2007 18:20 WorldScientific/ws-b9-75x6-50 LecKra5˙6

12 Fluctuations and Linear Irreversible Processes

This way we get the formula

W (∆T, ∆V ) = A exp





− CV

2kBT 2
0

(∆T )2 +
1

2kBT





∂p0

∂V0





T0

(∆V )2




 .(5.27)

Several interesting questions can be discussed on the
basis of this expression:
First of all we see that in the linear approximation
near equilibrium, extensive and intensive thermody-
namic variables are decoupled. This follows from

〈∆T∆V 〉 = 0 (5.28)

and equivalently for the combination of the other
variables. Further on the standard deviations of in-
tensive variables scale with

〈(∆T )2〉 =
kBT 2

0

C − V
' 1

V0
(5.29)

For extensive variables the same scaling is found for
the mean square deviations of relative quantities, e.g.

〈(∆V )2〉
V 2

0

= kBT0
KT

V0
(5.30)

Here KT denotes the relative isothermic expansion
coefficient

KT = − 1

V0





∂V0

∂p0





T0

. (5.31)

A third point we want to discuss is the question of
thermodynamic stability. Positivity of CV and KT is
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a consequence from thermodynamic inequalities re-
sulting from the second law. Allowing additionally
fluctuation of the thermodynamic variables equilib-
rium is defined as the maxima of the corresponding
distributions. For the particle number fluctuations
we find starting from (5.24)

〈(∆N)2〉 = kBT0





∂N0

∂µ0





T0,V0

. (5.32)

This relation is in close relation to the stability of
thermodynamic phases upon the variation of particle
numbers.

5.3 Onsager’s theory of linear relaxation processes

According to Einstein’s view, any macroscopic quan-
tity x may be considered as a fluctuating variable,
which is determined by certain probability distribu-
tion ω(x). The mean value is given as the first mo-
ment of the probability distribution

x0 =< x >=
∫

x · ω(x)dx. (5.33)

In a stationary state we may shift the origin and
assume x0 = 0, without loss of generality. Let us as-
sume now that the stationary state, the target of our
investigation, is the state of thermodynamic equilib-
rium. Then x0 = 0 corresponds to equilibrium and
any value of x(t) different from zero is strictly speak-
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ing a nonequilibrium state. According to the 2nd
Law, there exists a Lyapunov function and therefore
the equilibrium state is an attractor of the dynamics
(see section 2.2). The equilibrium state corresponds
to a maximum of the entropy. This means in the
present situation:

S(x = 0) = max; (5.34)





∂S

∂x





x=0
= 0;







∂2S

∂x2







x=0

≤ 0. (5.35)

According to Onsagers’s view, the relaxation dynam-
ics of the variable x is determined by the first deriva-
tive of the entropy, which is different from zero out-
side equilibrium. Starting from a deviation from the
equilibrium (an entropy value below the maximum)
the spontaneous irreversible processes should drive
the entropy to increase

d

dt
S(x) =

∂S

∂x
· dx

dt
≥ 0. (5.36)

In this expression two factors appear, which were in-
terpreted by Onsager in a quite ingenious way. Ac-
cording to Onsager the derivative

X = −∂S

∂x
(5.37)
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is considered as the driving force of the relaxation
to equilibrium. In irreversible thermodynamics this
term is called in analogy to mechanics the thermody-

namic force, the analogy means that the (negative)
entropy takes over the role of a potential. The second
term

J = −dx

dt
(5.38)

is considered as the thermodynamic flux or ther-

modynamic flow. In a seminal paper, concerned
with the question of the relaxation of nonequilibrium
states to equilibrium, Onsager (1931) postulated a
linear relation between the thermodynamic force and
the flux

J = LX (5.39)

The idea behind is, that the thermodynamics force
is the cause of the thermodynamic flow and both
should disappear at the same time. The coefficient
L is called Onsager’s phenomenological coefficient,
or Onsager’s kinetic coefficient. From the 2nd Law
follows that the Onsager-coefficients are strictly pos-
itive.

P =
d

dt
S(x) = J · X = L · X2 ≥ 0 (5.40)
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Onsager’s postulate about a linear connection be-
tween thermodynamic forces and fluxes is the origin
of the development of the thermodynamics of lin-
ear dissipative system, called also linear irreversible

thermodynamics. A remarkable property of the lin-
ear theory is the bilinearity of the entropy production

P = J · X (5.41)

Referring now to the fluctuation theory eq.(5.10) we
find for the neighborhood of the equilibrium state the
relation

X = −∂S

∂x
= kBβx (5.42)

Using the previous equations we get finally the fol-
lowing linear relaxation dynamics

ẋ = −kBLβx. (5.43)

With the abbreviation

λ = LkBβ (5.44)

being the so-called relaxation coefficient of the quan-
tity x we get finally

ẋ = −λx (5.45)

This linear kinetic equation describes the relaxation
of a thermodynamic system brought initially out of
equilibrium. Starting with the initial state x(0) the
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dynamics of the variable x(t) is

x(t) = x(0) exp[−λt]. (5.46)

We see that t0 = λ−1 plays the role of the decay
time of the initial deviation from equilibrium. On
the other hand this coefficient which is responsible
for the relaxation to equilibrium is in close relation to
the fluctuation properties of the considered system.
Indeed eq.(5.44) connects a kinetic property λ with a
fluctuation quantity β. In this way we arrived for the
first time at a so-called fluctuation-dissipation rela-
tion. In fact, Onsager assumed that deviations from
equilibrium and fluctuations around the equilibrium
observe the same kinetics.
Quite similar we might proceed if we are dealing with
several thermodynamic values. Indeed taking the en-
tropy in dependence on xi, (i = 1...N) the entropy
production reads

S(x1, ..., xn) = Smax −
1

2
βijxixj. (5.47)

We agree, here and further on, to sum over repeating
indices (Einstein’s convention).
Following the Onsager ideas described above we get
for the thermodynamic forces and fluxes the relations

Xi = −kBβijxj (5.48)
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Ji = −ẋi (5.49)

The generalized linear Onsager-ansatz reads

Ji = LijXj. (5.50)

Again the 2nd law requires positivity of the entropy
production. This requires

LijXiXj ≥ 0 (5.51)

for any value of Xi and disappearance only for Xi =
0, i = 1, ..., n. This corresponds to the requirement
of positive definiteness of the matrix Lij. By inserting
eqs.(5.48) and (5.49) into eq.(5.50) we get

ẋi = −kBLijXj, (5.52)

and introducing the matrix of relaxation coefficients
of the linear processes near equilibrium states we end
up with

ẋi = −λijxj, (5.53)

λij = kBLik · βkj. (5.54)

Since the matrix βij determines the dispersion of the
stationary fluctuations, we have found again a close
relation between fluctuations and dissipation, i.e. we
have got a fluctuation-dissipation relation for a set of
fluctuating and relaxing variables.
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5.4 Correlations and spectra of stationary processes near equilib-

rium

This section is devoted to the time correlation func-
tions and their spectrum (Klimontovich, 1982, 1986;
Schimansky-Geier & Talkner, 2002). The time corre-
lation functions will be defined here as averages over
the stationary probability distribution ω(x). We con-
sider only stationary processes and the correspond-
ing stationary probability distributions. As a conse-
quence of stationarity all characteristic functions de-
pending on two times t, t′ are functions of their time
difference t− t′ only. We define the correlation func-
tion of a variable x(t) as the mean over the product
with the same function taken at a later time.

C(τ ) =< x(t)x(t + τ ) >t=
∫

dxω(x)x(t)x(t + τ ); τ > 0(5.55)

There are two equivalent ways of definition:
(i) the time average over a long (infinite) time inter-
val,
(ii) an ensemble average based on certain probability
distribution ω(x).
For the case of many fluctuating variables xi(t), (i =
1, ...n) the time correlation function is defined as

Cij(τ ) =< xi(t)xj(t + τ ) >t=
∫

dx1...dxnω(x1, ..., xn)xi(t)xj(t + τ )(5.56)

where τ > 0 and ω(x1, ..., xn) stands for the simul-
taneous probability distribution of all xi-variables.
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We will study now several general properties of the
time correlation functions.

• The first (evident) property is:
The time correlation functions should vanish for
infinitely large time and be equal to the covari-
ance coefficient for small time

lim
t→∞

Cij(τ ) = 0; Cij(τ = 0) = 〈xixj〉
(5.57)

• A second property follows immediately from the
stationarity: Since Cij(τ ) does not depend on
the actual time we find by substituting t →
t′ − τ

Cij(τ ) =< xi(t)xj(t + τ ) >=< xi(t
′ − τ )xj(t

′) >= Cji(−τ ).(5.58)

We introduce now the Fourier-component of the time
correlation function

Sij(ω) =
∫ ∞
−∞ dτCij(τ ) exp[iωτ ]. (5.59)

This matrix function is called the spectrum of the
fluctuating values. It can be calculated directly from
the time correlation function via eq.(5.59). Another
way is by the analysis of the dynamics of the fluctuat-
ing values. We introduce first the Fourier-components
of xi(t)

xiω =
∫ +∞
−∞ dtxi(t) exp[iωt]. (5.60)
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We multiply this expression with xjω and average
over the stationary distribution

< xiωxjω′ >=
∫ ∫

−∞ +∞dtdt′ < xi(t)xj(t
′) > exp[i(ω + ω′)t + iω′(t′ − t)].(5.61)

Due to the stationarity the correlator < xi(t)xj(t
′) >

depends on the difference t′ − t

< xiωxjω′ >= 2πδ(ω + ω′)Sij(ω). (5.62)

This is a form of the Wiener-Khintchin-theorem

which connects the averaged product of the modes
of a fluctuating stationary system with the spectrum
of the fluctuating values. Later on we will make use
of this equation.
In the last section we derived equations for the linear
relaxation dynamics of macroscopic variables. On-
sager stated that these equations are valid for the re-
laxation of fluctuations too. Indeed, in the derivation
of the relaxation dynamics we never made a state-
ment whether the initial nonequilibrium state has
been prepared, as a result of an external force like
usually by considering the dynamics of mean values
or as the result of a spontaneous fluctuation. This
way Onsager postulated the validity of these equa-
tions for the regression of fluctuating variables. As a
consequence we may calculate the dynamic charac-
teristics of fluctuations like the time correlation func-
tion from the relaxation kinetics. There exist several
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approaches to prove the Onsager postulate (Klimon-
tovich, 1982, 1986, 1995; Landau & Lifshits, 1990),
we take it here as a quite evident hypothesis.
In order to calculate the correlation functions we
start from the relaxation equations for the variables
xi(t) which reads in the simplest case of one com-
ponent ẋ(t) = −λx(t) (see previous section). We
assume now that this relation is valid also for a devi-
ation caused by a spontaneous fluctuation. We mul-
tiply the relaxation equation with the initial value
x(0) and find

d

dt
(x(t)x(0)) = −λ(x(t)x(0)) (5.63)

After averaging with respect to an ensemble of real-
izations we get a kinetic equation for the time corre-
lation function

d

dτ
C(τ ) = −λC(τ ) (5.64)

with the initial conditions

C(τ = 0) =< x2 >=
∫

xωdx = β−1. (5.65)

By integrating (5.64) we find the explicit expression
for the correlation function

C(τ ) =
1

β
exp[−λ|τ |] (5.66)
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The generalization to several fluctuating variables is
straightforward. The application of Onsager’s regres-
sion hypothesis leads to the kinetic equations

d

dτ
Cij(τ ) = −λikCkj (5.67)

with the initial condition

Cij(0) =< xixj > . (5.68)

The most elegant method to solve these equations are
one-sided Fourier-transforms (Klimontovich, 1984).
We represent the time correlation functions as

S+
ij (ω) =

∫ ∞
0

dτCij(τ ) exp[iωτ ] (5.69)

The negative part of the spectrum is just the complex
conjugate

S−
ij (ω) =

∫ 0

−∞ dτCij(τ ) exp[iωτ ] = [S+
ij(ω)]∗ (5.70)

Taking into account the initial conditions we find for
the positive part

(−iωδik + λik)S
+
kj(ω) =< xixj > (5.71)

From here on we consider Cij and λik, and S±
ij as

elements of matrices C and Λ and S±. We more-
over introduce the matrix B = C−1(0), and use the
notation I for the unit matrix with elements δij .
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By adding positive and negative parts we get the
complete spectrum

S(ω) = (−iωI + Λ)−1B−1 + B−1(−iωI + Λ)−1.(5.72)

Here we have used the matrix inversion of eq.(5.71)
and the symmetry relation Cij(τ ) = Cji(−τ ), valid
for stationary processes. The correlation function
Cij(τ ) follows from the inverse Fourier transform.

In order to illustrate this procedure we take as a
simple example Brownian motion, i.e. the motion of
a heavy particle in a viscous liquid. As well known,
this problem was first studied 100 years ago by Al-
bert Einstein in one of his seminal papers in Annalen
der Physik (17, 549-560 (1905)). In the next Chap-
ters we will study Brownian motion in more detail.
here we look only at its connection with the theory
of linear irreversible processes. We assume for the
velocity of the particle the linear equation of motion

v̇ = −γ0v. (5.73)

For the stationary correlation function we get

d

dτ
< v(t+τ )v(t) >= −γ0 < v(t+τ )v(t) > (5.74)

with the initial condition

< v(t)2 >=
kBT

m
. (5.75)
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Solving these equations we find the correlation func-
tion of Brownian particles

< v(t + τ )v(t) >=
kBT

m
exp[−γ|τ |] (5.76)

with the spectrum

Svv(ω) =
kBT

m

2γ0

γ2
0 + ω2

. (5.77)

Sometimes this frequency distribution is called a red
spectrum, since the maximum of intensity is at low
ω. A more rich structure of the spectrum is obtained
if the particle is additionally under the influence of a
harmonic force. Then the dynamical equations read

ẋ = v; v̇ = −γ0v − ω2
0x (5.78)

and the corresponding system of equations for the
correlation functions is

Ċxv(τ ) = Cvv(τ ); Ċvv = −γ0Cvv − ω2
0Cxv.(5.79)

Following the approach described above we find the
spectrum

Svv(ω) =
kBT

m

2γ0

γ2
0 + (ω − ω2

0/ω)2
. (5.80)

This distribution has a peak at ω ' ω0, a so-called
resonance. Details and applications will be discussed
in subsequent Chapters.
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5.5 Symmetry relations and generalizations

At the end of this chapter we want to come back to
the Onsager matrix of phenomenological coefficients
Lij, relating the thermodynamic fluxes and forces
near to equilibrium. Empirically it was found that
the matrix is symmetrical with respect to exchange
of the indices and in a few cases one observes anti-
symmetry

Lji = ±Lij. (5.81)

This macroscopic property means that if a force Xj

will induce the thermodynamic flux Ji we will find
also a flux Jj generated by the force Xi. This circum-
stance, was also found already in Onsager’s paper.
For the proof of this relation we use properties of the
correlation function, in particular Cij(τ ) = Cji(−τ ).
The second fact which has to be taken into account
is that the fluctuating values are functions of the mi-
croscopic variables. Therefore it holds

xi(t) = εixj(−t) (5.82)

which expresses the reversibility of the microscopic
motion. Here ε is the parity coefficient which is +1
for even variables and −1 for odd ones. It yields that

Cij(τ ) =< xi(t)xj(t + τ ) >= εiεj < xi(−t)xj(−t − τ ) >= εiεjCij(−τ ).(5.83)
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Taking into account the stationarity condition we
find

Cij(τ ) = εiεjCji(τ ). (5.84)

As a consequence of the general regression dynam-
ics we find the following dynamical equations for the
correlation functions

d

dτ
Cij(τ ) = −λikCkj(τ ). (5.85)

Hence we obtain

λikCkj(τ ) = εiεjλjkCki(τ ). (5.86)

For τ = 0 the correlation function reduces to the
standard deviation with Cij(0) = [βij ]

−1; using fur-
ther the definition of the relaxation coefficients λij we
get finally the famous Onsager-Casimir symmetry

relation

Lji = εiεjLij. (5.87)

This relation is one of the fundamentals of linear ir-
reversible thermodynamics; it is well confirmed by
many experiments.

The approach presented so far in this Chapter is re-
stricted to irreversible processes close to equilibrium.
The extension to far from equilibrium situations is
extremely difficult. There exist many approaches to
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solve this problem. We mention the early work of
Onsager and Machlup (1953), of Machlup and On-
sager (1953), of Ginzburg and Landau (1965), and of
Glansdorff and Prigogine (1971). An advanced the-
ory of nonlinear irreversible processes is due to the
work of the late Rouslan Stratonovich (Stratonovich,
1994). We mention also the extended thermodynam-
ics and other new approaches (Muschik, 1988; Jou,
Casas-Vazques & Lebon, 1993; Ebeling & Muschik,
1993; Luzzi, Vasconcellos & Ramos, 2000). Spe-
cial attention deserves a new approach (Grmela &
Öttinger, 1997), named GENERIC (general equa-
tions for the nonequilibrium reversible-irreversible cou-
pling), which seems to contain most of the theories
mentioned above as special cases (Öttinger, 2005).
We will give here only one of the basic ideas. The gen-
eral time-evolution equation postulated by Grmela
and Öttinger is of the following structure:

dx

dt
= L

δE

δx
+ M

δS

δx
. (5.88)

Here x represents a set of independent variables, in
many cases x will depend on continuous position-
dependent fields, such as mass, momentum, and en-
ergy densities. Further, E and S are the total energy
and entropy expressed in terms of the state variables,
and L and M are certain linear operators or matri-
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ces. The application of a linear operator may in-
clude integrations over continuous labels and then
δ/δx typically implies functional rather than partial
derivatives.
There is no room here to go into the details of these
more or less fruitful but not exhaustive methods. The
whole field is still in development.
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Chapter 6

Nonequilibrium Distribution Functions

6.1 A simple example – driven Brownian particles

The general theory of nonequilibrium systems is still
in the first stages of development. At present we
have a well developed theory of ideal gases going
back to Boltzmann. We presented the main ideas
of this rather old theory already in the 3rd Chap-
ter. Further we have a nice theory for small (lin-
ear) deviations from equilibrium, which essentially
goes back to Einstein and Onsager, this theory was
presented in Chapter 5. A theory of the same gen-
erality as the Gibbs theory of equilibrium systems
does not exist yet. In particular the formulation of
the statistical mechanics of far-from equilibrium sys-
tems is an extremely difficult task which is full of
surprises and interesting applications to many inter-
disciplinary fields (Haken, 1973, 1983; Klimontovich,
1995: Zubarev, 1976: Schimansky-Geier & Pöschel,
1997). On the other hand we may treat many spe-

31
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cial examples, several of them will presented in this
and in the following sections. We will start again
with a treatment of Brownian motion and related
phenomena and will finish this Chapter with general
information-theoretical methods.

In order to bring a system to nonequilibrium we
need some driving force. Historically the first case
of a treatment of driven systems is connected with
the theory of sound developed in the 19th century
by Helmholtz and Rayleigh. The treatment of these
early models will lead us later to other interesting
applications as the theory of driven Brownian parti-
cles. This is a unification of the model of Brownian
motion due to Einstein, Smoluchowski and Langevin
with the model of (acoustic) oscillators driven by neg-
ative friction developed by Rayleigh, Helmholtz, van
der Pol and many other workers. We will use here
the definitions and results introduced in Sections 2.4
and 2.5.

Let us study at the beginning a force-free Brow-
nian particles on a line (d = 1) under equilibrium
conditions. Using the phenomenological method we
find the Maxwellian distribution, which is a special
case of the canonical distribution function defined in
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sections 4.3-4.4:

f0(v) = ρ(H) = C exp





− mv2

2kBT





 . (6.1)

There is an alternative method to derive this distribu-
tion based on the Langevin-Fokker-Planck method.
We start from the Langevin equation (see section 2.5)

dv

dt
= −γ0v + (2Dv)

1/2ξ(t) (6.2)

which describes standard Brownian motion in equi-
librium systems (γ0 - friction coefficient, Dv- diffu-
sion constant for the velocities). The corresponding
Fokker-Planck equation reads (see section 2.5)

∂P (v, t)

∂t
=

∂

∂v





γ0vP (v, t) + Dv
∂P (v, t)

∂v





 (6.3)

This equation is solved by the Gaussian distribution

f0(v) = C exp





−γ0v
2

2Dv





 . (6.4)

The Gaussian corresponds to the equilibrium Maxwell
distribution just in the case that the so-called Ein-

stein relation

Dv =
kBTγ0

m
(6.5)

holds. This case will be studied in more detail in
Chapters 6-9. Here we are more interested in the
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transition to non-equilibrium situations when eqs.(6.4)
and (6.5) are not observed. In this case the sys-
tem might be driven away from equilibrium; then
we speak about active Brownian motion. The corre-
sponding Langevin equation of motion reads (m =
1):

dv

dt
= F (v) + (2D(v))1/2ξ(t) (6.6)

Here F (v) is the dissipative force acting on the parti-
cle and D(v) a diffusion function. The simplest case

F (v) = −γ0v; D(v) = Dv = const (6.7)

leads as back to standard Brownian motion. Now we
will consider nonequilibrium situations correspond-
ing to nonlinear expressions for the force. Models of
nonlinear dissipative forces were first considered for
a one-dimensional oscillation problem by Rayleigh
(1894) who studied in his ”Theory of Sound” the
case

F (v) = (a − bv2)v; D(v) = 0 (6.8)

with b > 0. Then the equation of motion has for
a < 0 the only stationary state v = 0 and for a > 0
it possesses two stationary states

v = ±v0; v0 =

√

√

√

√

a

b
(6.9)
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The point a = 0 corresponds to a kinetic phase
transition which possesses quite interesting proper-
ties (Klimontovich, 1982, 1986; Haken, 1983; Hors-
themke & Levefer, 1984). Klimontovich (1982,1986)
studied this system in much detail including a Langevin
source with constant noise. Assuming m = 1 the
Hamiltonian is H = v2/2. We see that the dissipa-
tive force is fully determined by the Hamiltonian

F (v) = −(a − 2bH)v (6.10)

Such systems are called ”canonical dissipative”. This
rather interesting class of systems will be analyzed in
more detail in the next section. The Fokker-Planck
equation reads now

∂P (v, t)

∂t
=

∂

∂v





(2bH − a)vP (v, t) + Dv
∂P (v, t)

∂v







(6.11)
This equation has the following solution which rep-
resents a stationary distribution function (Klimon-
tovich, 1982, 1986)

f0(v) = ρ(H) = C exp





−aH − bH2

Dv





 . (6.12)

For a < 0 this distribution is quite similar to a
Maxwellian. For a > 0 the system is driven away
from equilibrium. In this case the velocity distribu-
tion is bistable and has two maxima in the velocity
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space. The maximum of the energy distribution cor-
responds to

H0 =
v2

0

2
=

a

2b
; v2

0 =
a

b

This corresponds to a system of particles which move
all either with velocity v0 to the right or with −v0

to the left. The picture is like a hydrodynamic flow
to the right or to the left. Lateron we will discuss
interesting biological applications to the movement
of swarms (see Chapter 12).
The theory given above may be easily generalized to
self-oscillating systems of a special type, discussed
briefly already in Section 2.4, which have the equa-
tion of motion (Klimontovich, 1982, 1986)

dv

dt
+ ω2

0x = (a − bH)v + (2Dv)
1/2ξ(t) (6.13)

Here the Hamiltonian is given by (m = 1):

H =
1

2
v2 +

1

2
ω2

0x
2. (6.14)

Again the friction force is determined by a Hamilto-
nian, corresponding to the so-called canonical-dissipative
structure. Let us first discuss the stationary state for
D = 0. An exact solution of the dynamic equations
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is

x(t) = (v0/ω0) sin(ω0t+δ); v(t) = v0 cos(ω0t+δ)
(6.15)

The stationarity requires

H = H0 = v2
0 = a/b. (6.16)

This is a sustained oscillation with stationary am-
plitude x0 = v0/ω0. Due to the canonical-dissipative
character we may find again an exact solution for the
stationary Fokker-Planck equation, which is similar
to eq. (6.12). We find

f0(v) = ρ(H) = C exp





−aH − bH2/2

Dv





 . (6.17)

Here we have to observe the different expression for
the Hamiltonian H and consequently also for the nor-
malization C. For the passive case a < 0 we may ne-
glect the nonlinearity putting b = 0 and find simply
a Maxwellian.

f0(v) = ρ(H) = C exp





−−|a|H
Dv





 (6.18)

For a = 0 we observe in the deterministic system a
bifurcation which leads to the auto-oscillating regime.
The distribution function for the transition point reads:

f0(v) = ρ(H) = C exp





−bH2

Dv





 (6.19)
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We notice the large dispersion which is characteristic
for all phase transitions. The first moments of this
distribution are (Klimontovich, 1982, 1986)

< H >=
2√
π

√

√

√

√

√

Dv

2b
; < H2 >=

Dv

b
(6.20)

In the case of driven motion a > 0, that means for
the regime of developed oscillations, the distribution
reads

f0(v) = ρ(H) = C exp





−b(H − a/b)2

2Dv





 (6.21)

where the constant follows again from normalization
(Klimontovich, 1982, 1986).

C =

√

√

√

√

√

2b

πD



1 + Φ





a√
2bDv









−1

.

Here Φ(x) is the standard error function. We can
easily check that the curve of maximal probability
has the shape of a crater. In the limit of small noise
(Dv → 0) the curve of maximal probability is ex-
actly above the deterministic limit cycle. This is, of
course, a necessary condition which any correct so-
lution of the Fokker-Planck equation has to fulfill.
Further we note, that the exponent (H − a/b)2 cor-
respond to the Lyapunov function of the system iden-
tified in Section 2.4. We found this way a model sys-
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tem which is exactly solvable in equilibrium and for
any distance from equilibrium. Admittedly the force
function which we used F = (a − bH)v is not very
realistic from the physical point of view, however it
may be shown, that the more realistic Rayleigh force
F = (a− bv2)v introduced for modeling sound oscil-
lations as well as the van der Pol force F = (a− bx2)
introduced for modeling electric oscillations may be
converted in good approximation to our canonical-
dissipative force F = (a−bH)v. This may be shown
by using the procedure of phase-averaging (Klimon-
tovich, 1982, 1986). We may use our model system
as a good testing ground for more advanced meth-
ods of nonequilibrium theory. A special conclusion
is, that the stationary distribution functions may de-
pend not only on invariants as in our case H , but
also on higher powers of the invariants, as in our case
H2.

6.2 Canonical-dissipative systems

As we have seen in the previous section, there ex-
ist systems, were the dissipative forces are deter-
mined by the Hamiltonian, which allows for exact
solutions. Now we will generalize this concept and
treat a whole class of solvable systems. This idea
is mainly based on works of Haken and Graham
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(Haken, 1973, Graham, 1981). We will show that at
least for this special class of far from equilibrium sys-
tems, the so-called canonical-dissipative systems, a
general ensemble theory similar to Gibbs approach
may be developed (Graham, 1981; Ebeling, 1981,
2000, 2002; Feistel and Ebeling, 1989). The the-
ory of canonical-dissipative systems is the result of
an extension of the statistical physics of Hamiltonian
systems to a special type of dissipative systems where
conservative and dissipative elements of the dynam-
ics are both determined only by invariants of the me-
chanical motion. This theory is in close relation to
the simple example of driven Brownian motion and
auto-oscillating systems, presented in the first section
of this Chapter. Later we will show a close relation to
a recently developed theory of active Brownian parti-
cles (Schweitzer et al., 1998; Ebeling et al., 1999; Erd-
mann et al., 2000; Schweitzer et al., 2001; Schweitzer,
2003). The main ideas of the theory of active Brow-
nian motion will be explained in Chapter 12.
We start the development of the theory of canonical-
dissipative systems with a rather general study of the
phase space dynamics of a driven many-particle sys-
tem with f degrees of freedom i = 1, ..., f . Assuming
that the Hamiltonian is given by H(q1...qfp1...pf)
the mechanical motion is given by Hamilton equa-
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tions. The solutions are trajectories on the plane
H = E = const. The constant energy E = H(t =
0) is given by the initial conditions, which are (in cer-
tain limits) arbitrary. We construct now a canonical-
dissipative system with the same Hamiltonian (Haken
1973; Graham 1981; Ebeling, 2000; Schweitzer et al.,
2001)

dpi

dt
= −∂H

∂qi
− g(H)

∂H

∂pi
(6.22)

We will assume that the dissipation function g(H) is
nondecreasing. Equation (6.22) defines a canonical-
dissipative system which does not conserve the en-
ergy. In regions of the phase space where g(H) is
positive, the energy decays and in regions where g(H)
is negative, the energy increases. The simplest pos-
sibility is constant friction g(H) = γ0 > 0 which
corresponds to a decay of the energy to the ground
state. Of more interest is the case when the dissipa-
tive function has a root g(E0) = 0 at a given energy
E0. Then the states with H < E0 are supported
with energy, and from states with H > E0 energy
is extracted. Therefore any given initial state with
H(0) < E0 will increase its energy up to reaching
the shell H(t) = E0 and any given initial state with
H(0) > E0 will decrease its energy up to the mo-
ment when the shell H(t) = E0 is reached. Therefore
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H = E0 is an attractor of the dynamics, any solution
of eq.(6.22) converges to the surface H = E0. On
the surface H = E0 itself the solution corresponds to
a solution of the original Hamiltonian equations for
H = E0. The simplest dissipation function with the
wanted properties is a linear function

g(H) = c(H − E0) (6.23)

The speed of the relaxation process is proportional to
c−1. The linear dissipative function (6.23) has found
applications to Toda chains (Makarov et al., 1999).
More general dissipative functions were considered in
the theory of active Brownian motions (Schweitzer et
al., 1998; Ebeling et al., 1999; Erdmann et al., 2000).
We mention that all noninteracting systems H =
H(p2) with g = g(p2) are canonical-dissipative. The
attractor of the dissipative system (6.22) is located
on the surface H = E0. This does not mean that
the full (2f − 1)-dimensional surface is the attractor
of the system. Such a statement is correct only for
the case f = 1, which has been considered in the last
section, further this statement may be true also for
systems which are ergodic on the surface H = E0.
In the general case the attractor may be any subset
of lower dimension, possibly even a fractal structure.
Let us consider for example the case of one particle
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moving in an external field with radial symmetry

H =
p2

2m
+ U(r); p = mv. (6.24)

Then the equation of motion reads

dp

dt
= −∂H

∂r
− g(H)v. (6.25)

The corresponding equation for the angular momen-
tum L = r × p reads

dL

dt
= − 1

m
g(H)L. (6.26)

We see that on surfaces with g(H) = 0 obligatory
L = L0 = const holds. Of special interest are cases
where this constant is different from zero. In other
words, the system shows rotations. The concrete
value of L0 may be obtained by explicit solutions
of the equations of motion on the surface H = E0.
A more general class of canonical-dissipative systems
is obtained, if beside the Hamiltonian also other in-
variants of motion are introduced into the driving
functions. Let us assume that the driving functions
depend on H = I0 and also on some other invariants
of motion I0, I1, I2, ..., Is for example

• I1 = P - total momentum of the system,
• I2 = L - total angular momentum of the system.

etc.
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For the equation of motion we postulate

dpi

dt
= −∂H

∂qi
− ∂G(I0, I1, I2, ...)

∂pi
. (6.27)

We include now an external white noise source re-
stricting now our study to the case were the dynamics
is determined by H . The Langevin equations read

dpi

dt
= −∂H

∂qi
− g(H)

∂H

∂pi
+ (2D(H))1/2ξ(t) (6.28)

The essential assumption is, that noise and dissipa-
tion depend only on H . The corresponding Fokker-
Planck equation reads

∂ρ

∂t
+

∑ ∂H

∂pi

∂ρ

∂qi
−∑ ∂H

∂qi

∂ρ

∂pi
(6.29)

=
∑ ∂

∂pi



g(H)
∂H

∂pi
ρ + D(H)

∂ρ

∂pi



 (6.30)

An exact stationary solution is

ρ0(q1...qfp1...pf) = Q−1 exp





−
∫ H

0
dH ′ g(H ′)

D(H ′)







(6.31)
The derivative of ρ0 vanishes if g(H = E0) = 0.
This means the probability is maximal at the surface
H = E0.
For the special case of a linear dissipation function
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we find a stationary solution

ρ0(q1...qfp1...pf) = Q−1 exp







cH(2E0 − H)

2D





 = Q−1
1 exp







−c(H − E0)
2

2D





 .

(6.32)
The problem with these distributions is, that they
might be formally exact but nevertheless lacking phys-
ical meaning. In particular, distributions of type
(6.31) do not admit translational or rotational flows,
since

〈pi〉 = 0; 〈Li〉 = 0 (6.33)

holds for symmetry reasons. Let us consider for ex-
ample a mass point rotating in a central field on a
plane. Then H = E0 is a sphere in a 4-dimensional
space. Since the angular momentum has only two
possible directions (up or down), corresponding to
right or left rotations, the system is unable to fill the
whole surface H = E0 but just a part of it, com-
patible with these two possibilities of left or right
rotations. The easiest way to admit rotations is to
include, as for the equilibrium case explained in Sec-
tion 4.4., the invariant Ω · L into the distribution

ρ0(q1...qfp1...pf) = Z−1(Ω′) exp





−
∫ H

0
dH ′ g(H ′)

D(H ′)
+ Ω′ · L







(6.34)



October 3, 2007 18:20 WorldScientific/ws-b9-75x6-50 LecKra5˙6

46 Nonequilibrium Distribution Functions

This distribution admits rotations due to the different
symmetry character. The mean value of the angular
momentum is given by

〈L〉 =
∂ ln Z(Ω′)

∂Ω′ . (6.35)

By replacing the mean value by the deterministic
value L0

L0 =
∂ ln Z(Ω′)

∂Ω′ (6.36)

we may get a good approximate solution, reflecting
the most important physical properties of our dy-
namical system. More general forms of the distribu-
tion will be discussed in Section 5.5. The existence of
exact solutions for the probability distributions ad-
mits to derive the thermodynamic functions as the
mean energy and the entropy. The system has fur-
ther a Lyapunov functional K which is provided by
the Kullback entropy which is a nonincreasing func-
tion

K[ρ, ρ0] =
∫

dq1...dqfdp1...dpfρ log[ρ/ρ0]. (6.37)

This theorem governs the approach to the stationary
state.
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6.3 Microcanonical non-equilibrium ensembles

As shown above, canonical-dissipative forces drive
the system to certain subspaces of the energy surface,
where the total momentum or the angular momen-
tum are fixed. In many cases the system is ergodic on
these surfaces; this question has to be checked sepa-
rately for any special case. Assuming that ergodicity
(quasi-ergodicity) is given we may postulate that in
the long run the measure of the trajectories is equally
distributed on certain shells around the surfaces

H(q1...qfp1...pf) = E0, (6.38)

Ik(q1...qfp1...pf) = Ik, k = 2, 3, ..s. (6.39)

The idea about the ergodicity of the trajectories leads
us to microcanonical ensembles. There exist many
examples of physical systems which are well described
by microcanonical ensembles (Gross, 2001). Here we
consider systems which are uniform in space but far
from equilibrium. As examples may serve laser plas-
mas, homogeneous turbulent fluids and systems of
active Brownian particles. These systems have in
common, that they are driven by energy supply to
far from equilibrium states. We construct now a spe-
cial non-equilibrium ensemble which is characterized
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by a constant probability density on a energy shell

E0−
1

2
δE ≤ H(q1...qfp1...pf) ≤ E0 +

1

2
δE. (6.40)

This is a rather restrictive assumption, in particular
it means that due to the symmetry of the system all
mean fluxes are zero. The mean energy of the ensem-
ble is fixed 〈H〉 = E0 = U . and the entropy is given
by the volume of the energy shell according to Boltz-
mann’s formula. Since our system is not in thermal
equilibrium, not all thermodynamic relations, e.g.the
relation between energy and temperature, are valid.
The most typical properties of an equilibrium ensem-
ble is, that the mean energy is proportional to the
noise level T and that the mean quadratic deviation
〈(δH)2〉 is proportional to T 2. In the equilibrium
all energy comes from the thermal fluctuations. In
nonequilibrium the energy of the nonlinear excita-
tions and the noise energy are decoupled. In other
words, the energy 〈H〉 = U ' E0 is given mostly
by the properties of the energy source and is nearly
independent of the noise level which we will denote
from now by D. On the other hand the energy fluctu-
ations depend strongly on the noise strength D and
are nearly independent on the energy of the excita-



October 3, 2007 18:20 WorldScientific/ws-b9-75x6-50 LecKra5˙6

Microcanonical non-equilibrium ensembles 49

tions

(

δE2
)

=
(

〈H2〉 − 〈H〉2
)

' D. (6.41)

We see immediately that the canonical distribution is
not compatible with these properties. By construct-
ing other exponential distribution functions from the
maximum entropy principle we have to observe the
correct behavior of the mean and the dispersion (Ebel-
ing & Röpke, 2004). The most simple example of a
distribution with the right properties is the Gaus-
sian eq.(6.32). As an example may serve a nonequi-
librium gas where all particles move with the same
modulus of the velocity vi = v2

0, a so-called isoki-
netic ensemble (Hoover, 2001). The direction of the
velocities fluctuates stochastically. A physical system
which behaves in such a way is a fluid in the state
of uniform turbulence. Other examples are strongly
excited laser plasmas and active Brownian particles.

In a generalization of the approach described above
we assume that beside the energy also some other
invariants of motion as e.g. the momentum or the
angular momentum are conserved. Then the gen-
eralized microcanonical ensemble assumes that the
probability density is constant on the shells around
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the prescribed invariants

Ik −
1

2
δIk ≤ Ik(q1...qfp1...pf) ≤ Ik +

1

2
δIk (6.42)

for k = 0, 1, ..., s. This means that the density is
concentrated on certain submanifolds of the energy
shell k = 0. We note that the invariants are not nec-
essarily smooth functions. Fluxes may be prescribed
as far as they are expressed by invariants of motion,
e.g a macroscopic flow may be prescribed by the to-
tal momentum I1 = P . The entropy is given by the
Boltzmann formula

S = kB log Ω(I0, I1, ..., Is). (6.43)

where Ω expresses the volume of the manifold defined
by the fixed invariants of motion.

6.4 Systems driven by energy depots

We started this Chapter with an example of a driven
system far from equilibrium which goes back to to
Klimontovich (1982, 1986, 1995). The simple Klimon-
tovich system, which allows a full treatment, is a uni-
fication of the model of Brownian motion due to Ein-
stein, Smoluchowski and Langevin with the model
of (acoustic) oscillators driven by negative friction
which originally is due to Rayleigh and Helmholtz. A
”minus” of this nice model is it purely phenomenolog-
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ical character. We did not touch at all the question,
where the forces, driving the system out of equilib-
rium, may come from. Let us start from a Langevin
equation for a particle with coordinate r and velocity
v:

m
dv

dt
+ ∇U(r) = F (v) + m(2Dv)

1/2ξ(t). (6.44)

Now we will derive the dissipative force F (v) in a
more physical way from energy depot models. There
are many possibilities to couple a system to energy
reservoirs. We will start with the treatment of two
different variants. The first variant of the depot model
(SET-model) developed in (Schweitzer et al., 1998,
Ebeling et al., 1999) is based on the ansatz

F (v) = mv(de − γ0) (6.45)

where e is the energy content of a depot and d a
conversion parameter. The first term expresses an
acceleration in the direction of v. The second term
mγ0v is the usual passive friction, which by assump-
tion is connected with the noise by an Einstein rela-
tion Dv = γ0kBT/m . We assume further that the
Brownian particles are able to take up energy with
the rate q, which can be stored in the depot e. This
internal energy can be converted into kinetic energy
with a momentum dependent rate dv2, which results
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in the acceleration in the direction of movement. The
internal energy dissipates with the rate ce, The bal-
ance of the depot energy then reads

de

dt
= q − ce − dev2. (6.46)

The energy balance of the particle follows by multi-
plying the Langevin equation with the velocity v, we
get

dH

dt
= demv2 − mγ0v

2 + mv
√

2Dv · ξ(t). (6.47)

Assuming q > 0 and requiring that the internal en-
ergy depot relaxes fast compared to the motion of
the particle we get in adiabatic approximation for
the depot model

F = mv





dq

c + dv2
− γ0



 (6.48)

For sufficiently large values of q and d the friction
function may have a zero at

v2
0 =

q

γ0
− c

d
=

c

d
ζ (6.49)

ζ =
qd

cγ0
− 1

For positive values of the bifurcation parameters ζ
and small velocities |v| < v0, we observe input of free
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energy, the system is driven (self-propelling). An-
other convenient way of writing the friction function
is

γ(v2) = γ0(1 −
δ

1 + v2/v2
1

) (6.50)

with v2
1 = c/d and δ = ζ + 1. This friction force

was first studied in (Schweitzer et al., 1998; Ebeling
et al., 1999; Erdmann et al., 2000). The parameter
v1 > 0 is connected to internal dissipation and δ con-
trols the conversion of the energy taken up from the
external field into kinetic energy. Actually, the pa-
rameter δ is now the essential bifurcation parameter
of this model. The parameter value δ = 0 corre-
sponds to equilibrium, the region 0 < δ < 1 stands
for nonlinear passive friction and δ > 1 corresponds
to active friction. The value of the transition (bifur-
cation) from one to the other regime is δ = 1. For the
passive regime 0 < δ < 1 the friction function has
one zero point at v = 0 which is the only attractor
of the deterministic motion. In Fig. (6.1) we rep-
resented the velocity-dependent friction for different
values of driving. Without noise all particles come to
rest at v = 0. For ζ > 1 the point v = 0 becomes
unstable but we have now two additional zeros at

v = v0 = ±v1

√
δ − 1 (6.51)
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Fig. 6.1 Friction function for several values of the driving strength.

These two velocities are the new attractors of the free
deterministic motion if δ > 1. In Fig. 6.2 we have
plotted the friction force for the two values δ = 0
(equilibrium) and δ = 2 (strong driving). The fig-
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Fig. 6.2 Dissipative force for the parameter values δ = 0 (equilibrium) and δ = 2 (strong driving)
and a piecewise linear approximation for δ = 2.

ure includes the representation of a useful piecewise
linear approximation of the friction force for δ > 1
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which reads

F = −mγ1v





1 − v0

|v|





 , (6.52)

γ1 = 2γ0
δ − 1

δ

This is a linear approximation to the friction force
near to the two stable velocities v = ±v0. We see
also that between the zero points the force function
may be well approximated by a cubic law

F = mv
[

a − bv2
]

(6.53)

with v2
0 = a/b. This simple law was introduced al-

ready in the 19th century by Lord Rayleigh in his
”Theory of sound” (Rayleigh, 1893). One-dimensional
stochastic systems with a friction function correspond-
ing to Rayleigh’s law were discussed in detail by Klimon-
tovich (1983, 1995).
The piecewise linear friction function introduced above
as an approximation is similar to the friction law
found empirically by Schienbein and Gruler from ex-
periments with cells (Schienbein & Gruler, 1993; Schien-
bein et al., 1994). The Schienbein-Gruler function
reads

F = −mγ0v





1 − v0

|v|





 . (6.54)
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The asymptotics of the depot model (SET-model) is
in agreement with the Schienbein-Gruler model; in
both cases we have the asymptotics −γ0v. In the
zero point v0 the derivative in the zero point is in the
SET-model −γ1 and in the Schienbein Gruler law it
is fixed by γ0.
Let us come now to the question of the distribution
functions. The systems of active Brownian particles
introduced above are canonical dissipative systems in
the sense discussed in the previous section. Therefore
the distribution function can be given exactly. On
order to prove this we write

F = −mvγ(v2) (6.55)

Since v2 is proportional to the kinetic energy - and
there is no potential energy so far - this system is
indeed canonical-dissipative. Based on the canonical-
dissipative character we find in the general case the
distribution function

ρ = C exp



− m

2Dv

∫

γ(v2)dv2


. (6.56)

Let us discuss now more concrete cases. The distri-
bution for the depot model (SET- model) reads:

ρ0(vx, vy) = C exp





−mv2

2kT
+

q

2Dv
log



1 +
d

c
v2








 .(6.57)
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Approximately this may be written as

ρ0(vx, vy) = C exp





− qd2

4Dvc2
(v2 − v2

0)
2





 . (6.58)

For piecewise linear force laws, including the Schienbein-
Gruler law, the distribution is of particular simplicity

ρ(vx, vy) = C exp



− γ1

2Dv
(|v| − v0)

2


 (6.59)

The piecewise linear force law may be used as an ap-
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Fig. 6.3

Distribution function of the velocity for the depot model (dashed line) and for the

piecewise linear approximation (full line). (Parameters: Dv = γ0 = c = d = 1, q =

5, v0 = 2.)

proximation for arbitrary friction laws of type (6.55).
Since the modulus of v2 is most time around the value
v2

0 the linearization is well justified. Due to the sim-
plicity of piecewise linear friction laws we are able to
find also several more general solutions. In particu-
lar the mean square displacement may be calculated
(Schienbein et al., 1994; Mikhailov & Meinköhn, 1997;
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Erdmann et al., 2000)

〈(r(t) − r(0))2〉 =
2v4

0

Dv
t +

v6
0

D2
v



exp



−2Dvt

v2
0



− 1



 .

(6.60)
The analytical expressions for the stationary velocity
distribution and for the mean squared displacement
are in good agreement with computer simulations
(Schweitzer et al., 2001) and with measurements on
the active movements of granulocytes (Schienbein &
Gruler, 1993; Schienbein et al., 1994). We notice also
the close relation of this theory to systems with isoki-
netic thermostats (Hoover et al., 1987; Hoover, 2001).
Driving by velocity-dependent dissipative forces may
have similar effects as driving by isokinetic thermostats
as will be shown in the next section. In the adiabatic
approximation all the models discussed above have
similar properties, in particular they are of canonical-
dissipative form.

Summarizing the results of this and the previous
sections we underline that these studies were limited
to a rather special type of nonequilibrium systems
which are pumped from external sources with free en-
ergy. We started from the Hamiltonian theory of me-
chanical systems and constructed forces to drive them
away from equilibrium. Then in order to extend the
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known methods of statistical physics for conservative
systems to dissipative systems we developed a gen-
eral theory of canonical-dissipative systems. Special
canonical-dissipative system were constructed, which
solution converges to the solution of the conservative
system with given energy, or other prescribed invari-
ants of motion. In this way we were able to generate
nonequilibrium states characterized by certain pre-
scribed invariants of mechanical motion. We postu-
lated special distributions which are analogues of the
microcanonical ensemble in equilibrium. Further we
found solutions of the Fokker-Planck equation which
may be considered as analogues of the canonical equi-
librium ensembles. We proposed to call these distri-
butions canonical-dissipative ensembles. By the help
of the explicit nonequilibrium solutions we were able
to construct for canonical-dissipative systems a com-
plete statistical thermodynamics including an evolu-
tion criterion for the nonequilibrium.
In Chapter 12 we will study applications of the the-
ory to problems of active Brownian motion. We will
show that this class on systems is of interest for mod-
eling biological motion (Gruler & Schienbein, 1993,
Schweitzer, 2002) and traffic (Helbing, 1997, 2001).
Finally we want to say, that canonical-dissipative sys-
tems are a rather artificial class of models. In real-
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ity, canonical-dissipative systems, strictly according
to their definition, do not exist. However there are
many complex systems which have several properties
in common with canonical-dissipative systems as

• the mechanical character of the motion, i.e. the
existence of space and momentum, of quasi-Newtonian
dynamics etc.,

• the support of the dynamics with free energy
from internal or external reservoirs and the exis-
tence of mechanisms which convert the reservoir
energy into acceleration.

If so, then the question arises, how systems near to
having canonical-dissipative character can be treated
by some kind of perturbation theory (see e.g. Haken,
1973; Ebeling, 1981).

6.5 Systems of particles coupled to Nose-Hoover thermostats

The nonequilibrium systems which we considered so
far, were driven by negative friction, the stochastic ef-
fects were generated by an embedding into a thermal
reservoir. This thermostat was assumed to be in equi-
librium, what determined the passive friction and the
noise. In connection with molecular-dynamical sim-
ulations, Nose’ (1991) and Hoover (1988, 1998, 1999,
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2001) developed a completely different class of ther-
mostats, which found many applications (Hoover &
Posch, 1996, Klages et al., 1999; Rateitschak et al.,
2000). Because of the great interest in these systems,
we will discuss now this new kind of imbedding.

The equations of motion for a Nose-Hoover ther-
mostated particle on a plane confined in a parabolic
well read (Hoover, 1998; 2001)

d

dt
r = v ;

d

dt
v = −γ(t)v − ar (6.61)

here γ is a variable friction

d

dt
γ =

1

τ 2







v2

2T
− 1





 (6.62)

In the following we will use instead of the temper-
ature T of the thermostat a characteristic velocity
v2

0 = 2T . By multiplication with v we get the energy
balance

d

dt







v2

2
+

ar2

2





 = −γv2 (6.63)

The solutions for v2 and γ are typically periodic func-
tions. Let us now first consider the case a = 0. In
Fig. 6.4 we have shown periodic trajectories in the
plane v2 vs. γ. The shape of the trajectories is a
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Fig. 6.4 Typical trajectories of free particles with a Nose-Hoover thermostat on the plane v2

against γ.

hint to the existence of invariants of motion. By sub-
tracting both equations and using the relation

γ = − d

2dt
log(v2) (6.64)

we find the following invariant of motion

d

dt







v2

2
− v2

0

2
log

v2

v2
0

+
τ 2

2
γ2





 = 0 (6.65)

Therefore the trajectories are located on the surface

I0 =
v2

2
− v2

0

2
log

v2

v2
0

+
v2

0

2
τ 2γ2 = const. (6.66)

The invariant of motion I0 has the dimension of an
energy (in our units m = 1). In Fig. 6.5 we have
demonstrated the invariant I0 and v2(t) as functions
of time. There seems to be a relation between I0 and
Dettmann’s Hamiltonian (Hoover, 2001). In Fig. 6.6
the invariant is represented in the plane v2 against γ
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for a noisy integration. The distribution function for
a canonical ensemble is given by

f0(v) = C exp (−βI0(v, γ)). (6.67)

In an approximation where βv2
0 � 1 we find

f0(v, γ) = C exp





−β
v2

2
− βτ 2γ

2

2





. (6.68)

In the opposite case where βv2
0 � 1 we get

f0(v, γ) = C exp





−β
1

4v2
0

(v2 − v2
0)

2 − βτ 2γ
2

2





.

(6.69)

Finally we consider also the case of many particle
i = 1, 2, ..., N driven by thermostats through a time-
dependent friction function

d

dt
ri = vi ;

d

dt
vi = −γi(t)vi − ari +

√
2Dξi(t)(6.70)
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In this case we may distinguish between two types of
thermostats:
(i) individual thermostats defined by

d

dt
γi =

1

τ 2







v2
i

2T
− 1





 (6.71)

(ii) collective thermostats with the same friction for
all particles

d

dt
γ =

1

τ 2







∑

v2
i

2NT
− 1





 (6.72)

Collective of thermostats (case (ii)) correspond in the
case βv2

0 � 1 approximately to a quasi-microcanonical
ensemble in the dimension d = 3N . As shown by
Klages et al. (1999) the distribution functions of this
system may show central dips depending on the di-
mension d. We conclude this section by discussing
the relations between Nose-Hoover thermostats and
the depot models discussed in the previous section.
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We introduce first a generalized depot model with
dissipative forces F in the following form:

F (e, v) = v(den − γ0). (6.73)

where e is the energy content of a depot and d is a
conversion parameter. The first term expresses an
acceleration in the direction of v. The second term
γ0v is the usual passive friction, which by assumption
is connected with the noise by an Einstein relation
D = γ0kT/m. We assume further that the Brow-
nian particles are able to take up energy, which can
be stored in the depot e. This internal energy can
be converted into kinetic energy with a momentum
dependent rate denv2, which results in the accelera-
tion in the direction of movement. The exponent n
is free so far. The dissipative flow of energy into the
mechanical systems is

v · F = v2(den − γ0). (6.74)

If this energy flow comes from a depot with content
e then we have the depot dynamics

de

dt
= s(e) − denv2. (6.75)

Here s(e) is a function describing the support of the
depot from an outside source. Now we specify the
model: Asuming n = 1 and s(e) = q − ce we come
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back to the depot model studied in section 5.4. In
order to find a Nose-Hoover-type dynamics we as-
sume the exponent is n = 1/2 and postulate further
the following balance of the depot (Ebeling & Röpke,
2003)

de

dt
= q

√
e − ce − dv2

√
e. (6.76)

Within this model we get in adiabatic approximation
assuming q > 0 and requiring that the internal en-
ergy depot relaxes fast compared to the motion of
the particle

F = v





d

c
(q − dv2) − γ0



 . (6.77)

Now, under the condition ((qd/c) − γ0) > 0, a root
v0 > 0 exists and we get a cubic law which corre-
sponds to the Rayleigh friction law. We reformulate
now the model in order to show the relation to NH-
thermostats. Introducing a time-dependent friction
variable γ = γ0−d

√
e we find the ”dissipative force”

F = −γ(t)v. (6.78)

The friction variable satisfies the dynamic equation

dγ

dt
=

d

2

(

dv2 − c

d
γ − q +

c

d
γ0

)

. (6.79)
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By introducing here the new variables

v2
0 =

q

d
− cγ0

d2
(6.80)

and

τ 2 =
2

d2v2
0

, ξ =
c

2
(6.81)

we get the dynamics

dγ

dt
=

1

τ 2







v2

v2
0

− 1





− ξγ, (6.82)

where ξ is a dissipative constant. Assuming a special
time evolution for ξ, we arrive at a dynamics dis-
cussed in section 7.10.3 of Hoover’s book (Hoover,
2001). In the limit ξ = 0, i.e. c = 0 our sys-
tem reduces to a conservative Nose-Hoover dynam-
ics (Hoover, 1988, 1998, 2001; Klages et al., 1999).
In the case ξ = const > 0 we find a dissipative
Nose-Hoover dynamics. The corresponding Langevin
equation contains a stochastic force. In order to sim-
plify we assume that only the passive friction gener-
ates noise

D = γ0kT (6.83)

〈ξi(t)〉 = 0 ; 〈ξi(t)ξj(t
′)〉 = δ(t − t′)δij (6.84)

In the simplest case of force-free particles the kinetic
energy is a conserved quantity: v2 = const. This
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means, the system is canonical-dissipative. Conse-
quently we are able to find exact solutions for the
probability distribution following sections 5.3-5.4. For
the dissipative Nose-Hoover dynamics we get the sta-
tionary distribution

f0(v1, v2) = C exp
[

−α(v2 − v2
0)

2
]

(6.85)

with α = d/(4cD). We notice the close relation to
Lorentz gas distributions (Klages et al.,1999; Rateitschak
et al. , 2000). In conclusion we may say, that driv-
ing by velocity-dependent dissipative forces may have
similar effects as driving by isokinetic thermostats.

6.6 Nonequilibrium distributions from information-theoretical

methods

In this section we will show, how non-equilibrium dis-
tribution functions may be constructed by means of
the information-theoretical methods which were in-
troduced in section 4.4. This method which basically
was developed by Gibbs and Jaynes (Jaynes, 1957;
1985). was further developed and applied to nonequi-
librium situations by Zubarev (Subarev, 1976; Zubarev
et al., 1996, 1997)). This information-theoretical method
is of phenomenological character and connected with
the maximum entropy approach. There is no rea-
son to restrict the method to the equilibrium case.
As stated by Jaynes (1957, 1985) the method should
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work under much more general conditions. While
in equilibrium we prescribe certain invariants of mo-
tion as e.g. energy, particle numbers etc. (see Sec-
tion 4.4.) we have to look in nonequilibrium for
more general observables. As we shall see, under
non-equilibrium conditions, we should consider also
macroscopic constraints due to the boundary condi-
tions, as e.g. prescribed flows, angular momenta etc..
We consider quantities which may be represented as
averages over the distribution and are prescribed in
average by the conditions. This does not mean that
these quantities are fixed, only the averages are pre-
scribed and fluctuations around the means which are
described by the distribution are possible. Then one
constructs distribution functions which are compat-
ible with the given averages. The free parameters
in distribution function are found by maximizing the
entropy of the distributions.
In the following we will pay special attention to the
construction of non-equilibrium ensembles for sys-
tems with rotational modes, by using the Zubarev-
formalism (Subarev, 1976; Zubarev, Morozov and
Röpke, 1996, 1997). We will show in detail how the
distributions are constructed if the angular integrals
of motion are prescribed. Let us start now to explain
the Jaynes-Zubarev approach to non-equilibrium sys-
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tems. We consider an N− particle system with the
Hamiltonian:

HS =
N
∑

i

p2
i

2m
+

1

2

∑

i6=j
V (ri − rj) . (6.86)

Including an embedding in surroundings, a heat bath,
we have two additional terms in the total Hamilto-
nian:

Htotal = HS + HB + HSB (6.87)

here the bath is modeled by HB = HB(Q, P ) , and
the coupling by HSB =

∑N
i V (ri, Q). Special cases

are the isolated system with HSB = 0 and external
fields V ext(ri) modeling traps.
Let us discuss now the form of the distribution func-
tions. In non-equilibrium, in general, the linear ”ansatz”
used in the previous Chapter (??) is no more suffi-
cient, since the means and the dispersion may be
independent variables. In order to admit such situa-
tions we have to use quadratic function in the expo-
nent of the distribution function. Let us assume that
the mean values of the observables Ak and A2

k are
given. In order to find the probability density under
the constraints

A′
k = 〈Ak〉 =

∫

dqdpAk(q, p)ρ(q, p) (6.88)

A′′
k = 〈A2

k〉 =
∫

dqdpA2
k(q, p)ρ(q, p) (6.89)
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we maximize the information entropy

H = −
∫

dqdpρ(q, p) ln ρ(q, p) (6.90)

under the given constraints. We define two m-component
vectors λ′ = [λ′

1, ..., λ
′
m] and λ′′ = [λ′′

1, ..., λ
′′
m] of

Lagrange-multipliers. Then the probability density
that agrees with the given data A′ follows from

δ[H+
∑

k
λ′

k(A
′
k−

∫

dqdpAk(q, p)ρ(q, p))+
∑

k
λ′′

k(A
′′
k−

∫

dqdpA2
k(q, p)ρ(q, p))] = 0

(6.91)
This leads to

ρ(q, p) = Z−1 exp[−∑

k
(λ′

kAk(q, p) + λ′′
kA

2
k(q, p)],

(6.92)
where the normalization factor, the so-called parti-
tion function, is now given by

Z(λ1, ..., λm) =
∫

dqdp exp[−∑

k
(λ′

kAk(q, p)+λ′′
kA

2
k(q, p))].

(6.93)
The choice of the parameters should reflect the con-
ditions (6.88) and (6.89).
The choice of the observables Ak describing the phys-
ical problem is not clear from the beginning. Candi-
dates are the invariants of the dynamics and quanti-
ties which are prescribed by the boundary conditions.
Among the invariant quantities the angular momen-
tum is of special interest.
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We will consider now this class of observables in
more detail. The interest in a theory of rotational
systems is due to the important role of rotations in
nature. For example we mention the typical rota-
tions of astrophysical objects as stars and planets, in
macroscopic, mesoscopic and in atomic systems. In
general one can say that most confined or selfconfined
physical systems show rotational modes. In recent
times finite Coulomb systems as quantum dots are
in the center of interest (Bonitz et al., 2002; Dunkel
et al., 2004).
In our context the N− particle angular momentum
is given as the sum of the momenta of the particles:

LN =
N
∑

i
Li, Li = ri × pi . (6.94)

Further L2
N and higher powers of the angular mo-

menta sometimes are of interest (see e.g. the theory
of atoms and molecules). The time evolution of the
angular momentum is given by:

d

dt
LN =

i

h̄
[H, LN ] =

i

h̄
[HSB, LN ] . (6.95)

We will assume central forces, so that any change
of the angular momentum is due to the “bath”. If
the coupling HSB is absent or has rotational symme-
try then the total angular momentum is a conserved
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quantity. Alternatively we may prescribe the angu-
lar momentum by boundary conditions. The total
angular momentum LN is a conserved quantity, if
the coupling HSB is absent or has rotational symme-
try. Alternatively we may prescribe it by boundary
conditions. Let us assume that the average

〈Ln
N〉 =

∫

dΓρLn
N = const (6.96)

for any given n is fixed. Then, we will postulate, that
the distribution is a function of HS and of LN

ρ = ρ(HS, N, LN) . (6.97)

The concrete form of the distribution is assumed to
be determined by the expectation values. This may
be a canonical distribution, but also any other forms
of functional dependence are possible. Two cases are
of special interest:
1) For rotating bodies of N particles which are only
weakly coupled to an external heat bath and which
otherwise are in internal equilibrium, the distribu-
tion is of particular simplicity. Assuming that con-
served quantities HN , N and LN are the observables
and that the corresponding Lagrange parameters are
β, µ and ω, we find according to Section 4.4. an ex-
tended canonical Gibbs distribution (Landau & Lif-
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shits, 1990).

ρeq =
1

Zeq
exp [−β(HS − µN − ω · LN)] . (6.98)

here ω is the angular velocity.
2) If the torque due to the surrounding bath is weak,
then LN is nearly conserved, it is a long-living mode
of the system. In particular this is the case if the clus-
ter and the surrounding have nearly spherical sym-
metry. Then LN , L2

N , etc. are quasi-conserved and
should be included in the relevant distribution ρrel

(Zubarev et al., 1996, 1997; Ebeling & Röpke, 2004).
We may assume that several n− order moments of
the angular momentum are given at time t as e.g.

〈LN〉t =
∫

dΓ · ρrel(t)LN ,

〈L2
N〉t =

∫

dΓ · ρrel(t)L
2
N . (6.99)

We assume further that the relevant distribution ρrel

is again a generalized Gibbs distribution but includ-
ing higher momenta

ρrel(t) =
1

Zrel(t)
exp

[

−β
(

HS − µN −∑

n
Ωn(t)Ln

N

)]

(6.100)
In this distribution in addition to β, µ, the free pa-
rameters Ωn appear, which characterize nonequilib-
rium quantities. The following step according to
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Jaynes-Zubarev is to maximize the Gibbs entropy

S =
∫

dΓρrel · ln ρrel (6.101)

under the given constraints (6.96). In this procedure
the new parameters appear as the Lagrange multipli-
ers ω(n)(t) and may be determined by the prescribed
averages (6.96) as shown in detail e.g. in (Jaynes,
1957; Subarev, 1976; Zubarev et al., 1996). Of spe-
cial importance for our problems is the case n = 2,
i.e. the square of the angular momentum is given.
If the torque is weak, then the relaxation time of
the angular momenta is quite long. An estimate of
the relaxation time may be found also by linear re-
sponse theory, which yields the expression (Zubarev
et al.,1996)

τL ∝
∫ ∞
0

dt 〈




dLN

dt





t





dLN

dt





t=0
〉 ,

The equilibrium correlation function may be evalu-
ated by simulations or by analytical methods like per-
turbation expansions.
Among the quantities which may be prescribed by
the surrounding, the kinetic energy is of special inter-
est. Due to specific boundary conditions in some sit-
uations the individual kinetic energies are prescribed
up to certain accuracy. For example, the interaction
with a laser beam or with a surrounding plasma may
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fix the kinetic energies of the individual particles Ti

around some value given by the laser intensity

Ti =
mi

2
v2

i ' T0 .

In a recent papers Trigger and Zagorodny have shown
that the charged grains in a dusty plasma have a ve-
locity distribution which is peaked around a charac-
teristic velocity (kinetic energy) of the grains (Trigger
and Zagorodny, 2002, 2003; Trigger, 2003).
As already mentioned, sometimes often the exper-
imental conditions are such that the particles are
driven to to a prescribed kinetic energy

v2
i (t) → v2

0

An example are charged grains in dusty plasmas (Trig-
ger & Zagorodny, 2002, 2003, Trigger, 2003) or Coulomb
clusters driven by a strong laser field. Due to the in-
teraction with the surrounding, in the examples the
”bath” is given by the plasma ions or the radiation
field, the particles are accelerated to certain kinetic
energy. In th is case we postulate that the distribu-
tion is of the following form

ρN (v1, ..., vN) = ΠN
i=1 (6.102)

exp
[

−αv(v
2
i − v2

0)
2
]

. (6.103)

According to this distribution the most probable squared
velocities (kinetic energies) are at the values v2

0. Here
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αv is an appropriate parameter characterizing the
dispersion. We denote this type of ensemble “isoki-
netic ensemble”. This notation is borrowed from
molecular dynamics, where Gaussian isokinetic en-
sembles play a big role (Hoover, 1988, 1998, 1999;
Rateitschak et al., 2000).
A generalization are conditions fixing the individual
energies Hi of the particles on the given value H0.
This leads to the Gaussian distributions

ρN(r1, ...rN , v1, ..., vN) = ΠN
i=1 (6.104)

exp
[

−αH(Hi − H0)
2
]

(6.105)

In radially symmetric systems the driving to v2
0 or H0

implies for a special class of systems (an example will
be given below) that Li is also fixed to certain Li0.
This is due to internal connections between the in-
variants of motion. The existence of rotations means,
that the symmetry with respect to all directions in
space is broken, i.e correspondingly the distribution
functions should be modified. Therefore we will con-
sider also the distributions

ρN(L1, ..., LN) = ΠN
i=1 exp

[

−αL(Li − Li0)
2
]

(6.106)
A different ’ansatz’ is based on the invariant H−Ω·L



October 3, 2007 18:20 WorldScientific/ws-b9-75x6-50 LecKra5˙6

78 Nonequilibrium Distribution Functions

which is a kind of internal Hamiltonian and reads

ρ0(q1...qfp1...pf) = Z−1(Ω) (6.107)

exp
(

−α1(H − E0)
2 − α2(H −Ω · L)

)

. (6.108)

This way we may prescribe the most probable value
of the total energy and of the internal energy sepa-
rately by the choice of α1, α2.
More general forms of the distributions are Gaussian
distributions centered around the prescribed invari-
ants of motion

ρ0(q1...qfp1...pf) = const.Πs
k=0 (6.109)

exp





−ck
(Ik(q1...qf , p1...pf) − Ik)

2)

2D





 . (6.110)

However as we have shown above, there is no guar-
anty that the distributions constructed in this way
already have the correct physical symmetry. This
has to be checked in every concrete case. In the
limit of very strong driving the probability reduces
to a kind of microcanonical ensemble corresponding
to the shell defined by I0, I1, ..., Is with a constant
probability density on the shell. Let us discuss now in
brief the physical meaning and symmetry properties
of probability distributions which express prescribed
angular momenta. Where is the probability concen-
trated in the phase space? We consider as a simple
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Fig. 6.7

Typical distribution of a rotating 2-d particle with fixed angular momentum L2
= L2

0
.

The two possible values of the angular momentum select two tires on the sphere

H = const.. We see a projection of the 4-dimensional phase on the x − y − vy−
space.

case of a particle rotating on a 2-dimensional plane,
i.e. we have a 4-dimensional phase space (a physi-
cal realization was considered already in Section 5.1
and will be studied in more detail in Chapter 12).
Then fixation of the most probable value of the total
energy H = E0 defines the surface of a sphere (or
a cylinder if the kinetic energy is prescribed) in the
4-dimensional space:

m

2
(v2

1 + v2
2) +

m

2
ω2

0(x
2
1 + x2

2) = E0

In order to characterize the two rotating states we
introduce two non-negative invariants of motion

J+ = H − ω0L =
m

2
(v1 + ω0x2)

2 +
m

2
(v2 − ω0x1)

2

(6.111)
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and

J− = H + ω0L =
m

2
(v1 − ω0x2)

2 +
m

2
(v2 + ω0x1)

2.

(6.112)
The condition J+ = 0 characterizes rotations with
positive angular momentum (L ' H0/ω0) and the
condition J− = 0 characterizes rotations with nega-
tive angular momentum (L ' −H0/ω). Geometri-
cally J± = 0 define two surfaces in the 4-dimensional
space which intersect the sphere H = H0 in two
circles representing the trajectories of the rotating
states (see Fig. 6.7). For the corresponding prob-
abilities we may assume the Gaussian distribution
with two free parameters

ρ(r,v) = C exp
[

−αH(H − H0)
2
]

(6.113)

[exp(−µJ+) + exp(−µJ−)] . (6.114)

We note that for the special choice µ = 2αHH0 we
may bring this to the more special form

ρ(r,v) = C ′ exp



− µ

2H0
(H2 − H2

0 )



 (6.115)

[exp(+µω0L) + exp(−µω0L)] (6.116)

This way the probability will be concentrated on two
tires in the phase space.
Let us summarize our findings: We used in this sec-
tion the method of generalized Gibbs distributions
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(Gibbs, 1902; Landau & Lifshits, 1990) and in par-
ticular the Zubarev method for constructing relevant
distributions (Subarev, 1976; Zubarev et al., 1996,
1997). These methods are of phenomenological char-
acter and connected with the maximum entropy ap-
proach. We repeat the basic assumptions: Due to the
boundary conditions certain averages as e.g. here the
angular momentum LN or L2

N are prescribed. This
does not mean that the quantities are fixed, only the
averages or the most probable values are prescribed
and fluctuations around these values which are de-
scribed by the distribution are possible. The distri-
bution function is found by maximizing the entropy
of distributions which fulfill the given constraints.


