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G R A V I TAT I O N A L  W A V E  A M P L I T U D E  

❖ gravitational waves cause  strain in space as they pass 

❖ measurement of the strain gives the amplitude of 
gravitational waves
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❖ strain caused by a pair of 
colliding black holes at 1.3 
billion light years 
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Gravity's Standard Sirens 

Interferometric gravitational-wave detectors 



 4

L A S E R  I N T E R F E R O M E T E R  
G R A V I T A T I O N A L  W A V E  D E T E C T O R S

Funded

Credit: LVC/EPO



L I G O - L I V I N G S T O N  O B S E R V A T O R Y
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L I G O - H A N F O R D  O B S E R V A T O R Y
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K A G R A  -  K A M I O K A  O B S E R VAT O RY
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H O W  L I G O  D E T E C T S  G R AV I TAT I O N A L  WAV E S
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Credit: LIGO

Change in length is 1/1000 of the size of a proton



M A I N  N O I S E  C O M P O N E N T S
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ground motion 
10-8  m, 1010 x bigger thermal vibrations:  

10-12  m 
106 x bigger 

laser wave 
length 
10-6  m 

1012 x bigger 

gravitational wave  
strain: 10-18  m

Credit: LIGO



laser wave 
length 
10-6  m 

1012 x bigger 

Solution: 
Increased laser power 

(photon count) 

Fabry-Perot cavities  
increase effective  

arm length by x 300

!11

100 W  
input 
Laser
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laser wave 
length 
10-6  m 

1012 x bigger 

Solution: 
Increased laser power 

(photon count) 

Recycling mirrors 
multiply effective  

laser power by x 35

100 W  
input 
Laser
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laser wave 
length 
10-6  m 

1012 x bigger 

Combined effect: 
Laser power of 100 kW 

in the arms: 
1024  photons/sample 

1012  factor in sensitivity

100 W  
input 
Laser
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Ground motion: 
10-8  m 

1010 x bigger  
Active seismic isolation: 103  

x 

Quadruple pendulum 
suspension system:107 m

the interface block. The suspension thermal noise can be further reduced by tailoring the cross-sectional geometry of the
fiber. For example, for the same level of stress in the fiber, an appropriately oriented ribbon (width much greater than the
thickness) will be more compliant along the suspended mass’s sensing direction, further diluting the intrinsic loss of the
fiber. Another possibility involves choosing the cross sectional area of the fiber such that the linear thermal expansion is
cancelled by the Young’s modulus temperature dependence, nulling out thermo-elastic damping. These advances have
made suspension thermal noise–one of the dominant noise sources for initial LIGO–essentially insignificant for advanced
LIGO. 

Providing sufficient damping of the rigid body modes of such a low-noise pendulum, without introducing excess noise, is
a major design challenge. The solution is to use a multiple-stage pendulum, and damp all modes from the top stage so that
the noise in the damping controls can be filtered by the lower stages. A four-stage suspension is needed for sufficient fil-
tering (Fig. 5); it is an extension of the triple pendulums used in the GEO 600 interferometer. In addition to the optic axis
isolation provided by the four stages, much greater vertical isolation is achieved through the use of cantilevered blade
springs for high vertical compliance.

4. SEISMIC NOISE

The four suspension stages naturally provide a great deal of seismic noise attenuation as well–a factor of 107 at 10 Hz.
Additional attenuation is given by the seismic isolation system, which is a two-stage active isolation system [9], a large
departure from initial LIGO’s 4-stage passive system. This system uses a collection of high-sensitivity seismometers and

Figure 5: Quadruple pendulum for the advanced LIGO test masses. The bottom mass is the test mass optic, and is suspended from the
penultimate mass by fused silica fibers (either circular or ribbon geometry). The upper stages use cantilevered blade springs for high
vertical compliance. All local damping is applied at the upper-most suspended stage.
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U LT R A - H I G H  VA C U U M  T O  AV O I D  L I G H T  
D I F F U S I O N



!16

thermal vibrations: 
10-12  m 

106 x bigger 

Ultra-high mechanical quality 
(Q~106) fused-silica optics: 

isolates thermal motion into 
narrow frequency bands



F R O M  D E T E C T I O N  T O  
S O U R C E :  A N A L Y S I S  A N D  

I N F E R E N C E



Source localization 

by triangulation and antenna pattern 

Detection 

is there a signal of known shape in the data? 

Measurement 

if so, what are its properties? 

Waveform Models 

Analytical and numerical models of binary coalescence waveforms 

Model Selection 

amongst a set of competing models, which model best fits the data?
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L O C A L I Z I N G  S O U R C E
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LIGO/Virgo/NASA/Singer/Mellinger

dt

L
θ

dt = L cos θ
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D E T E C T I O N

 26



detector output consists of:  

only background noise:  

noise + some interesting signal: 

given a detector output which of the two possibilities is more 
likely given that the noise background is Gaussian and 
stationary 

formulate the problem as Bayes’ theorem: 

posterior prob. = likelihood x prior / evidence

S TAT E M E N T  O F  T H E  P R O B L E M
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x(t) = h(t) + n(t)

x(t) = n(t)

P (h|x) = P (x|h)P (h)

P (x)



denominator is: 

define likelihood ratio:  

if signals are rare then  

in that case the posterior prob. of a signal given data is: 

for confident detection 

 rarer the signal larger should be the likelihood for a given 
confidence: for 5-sigma detection
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P (x) = P (x|h)P (h) + P (x|h)P (h)

P (h) ⌧ 1 and P (h) = 1� P (h) ' 1

⇤ =
P (x|h)
P (x|n)

P (h|x) = ⇤P (h)

1 + ⇤P (h)

⇤ � 1/P (h)

P (h|x) ' 0.999 999
one in a million



C O M P U T I N G  T H E  L I K E L I H O O D  R AT I O

noise is a Gaussian random process, so at any instant tk 

it is more convenient to deal with Fourier domain quantities Nk 

(similarly, Xk and Hk): 

so the probability of getting a sequence  

if signal is absent n=x, if signal is present n=x-h:
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P (nk) =
1p
2⇡�k

e�n2
k/2�

2
k

P (Nk) =
1p
2⇡Sk

e�N2
k/2S

2
k

P ({Nk})

P ({Nk}) =
Y

k

1p
2⇡Sk
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1
2 hx,xi

= ehx,hi�
1
2 hh,hi

< a, b >=
X

|Nk|2/S2
k



D I F F I C U LT I E S  …

the likelihood ratio is computationally very expensive: 

<x, h> would need to be computed at 10’s of millions of points in the 
parameter space (parameters μ) before giving up - signal 

a scheme would be needed to compute P(x|n) - background  

noise is not Gaussian or stationary 

nothing much can be done about non-stationarity: detector behavior is 
assumed to be stable over periods ~ days 

non-Gaussian and non-stationary data is rejected 

glitch rejection, signal consistency checks, coincidence and coherent 
analysis, etc. 

will not address this latter problem here
 30



A  G E O M E T R I C A L  F O R M U L AT I O N  O F  
D ATA  A N A LY S I S :  S I G N A L  M A N I F O L D

detector outputs can be thought of as vectors 

the set of all detector outputs forms a vector space 

signals are also vectors that live in this vector space 

space of signals forms a manifold: signal parameters (e.g. 
masses and spins of black holes) are coordinates that 
determine the dimension of the manifold 

 the scalar product <a,b> can be used to induce a metric on the 
manifold: gαβ = <hα, hβ>, where hα = δh/δμα 

the signal space now acquires a shape

 31



T E M P L AT E  B A N K S  F O R  C O M P U T I N G  < x , h (μ ) >

volume of the parameter space is: 

if each template covers a volume V then the number of 
templates is: 

but how to choose templates … template placement problem, 
a hard problem with only sub-optimal solutions 

a uniform grid, say, in the space of masses and spins, or 
something more fancy? 

a hexagonal lattice, stochastic method, … 

O1 search deployed 250,000 templates for compact binary 
coalescence searches
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V =

Z
p
g dnµ

N =
1

�V

Z
p
g dnµ



T E M P L AT E  B A N K  U S E D  I N  O 1  S E A R C H  
F O R  C O M PA C T  B I N A R Y  C O A L E S C E N C E S

 33

Results of the searches for binary neutron stars and neutron
star–black hole binaries are reported in Ref. [43]. These
matched-filter searches are complemented by generic
transient searches which are sensitive to BBH mergers
with total mass of about 30M⊙ or greater [61].
A bank of template waveforms is used to cover the

parameter space to be searched [54,62–65]. The gravita-
tional waveforms depend upon the masses m1;2 (using the
convention that m1 ≥ m2) and angular momenta S1;2 of the
binary components. We characterize the angular momen-
tum in terms of the dimensionless spin magnitude

a1;2 ¼
c

Gm2
1;2

jS1;2j; ð2Þ

and the component aligned with the direction of the orbital
angular momentum, L, of the binary [66,67],

χ1;2 ¼
c

Gm2
1;2

S1;2 · L̂: ð3Þ

We restrict this template bank to circular binaries for which
the spin of the systems is aligned (or antialigned) with the
orbital angular momentum of the binary. The resulting
templates can nonetheless recover systems with misaligned
spins, which will exhibit orbital precession, with good
sensitivity over much of the parameter space, particularly
for near equal-mass binaries [44].
At leading order, the phase evolution during inspiral

depends on the chirp mass of the system [68–70]

M ¼ ðm1m2Þ3=5

M1=5 : ð4Þ

At subsequent orders in the PN expansion, the phase
evolution depends predominantly upon the mass ratio [19]

q¼ m2

m1

≤ 1; ð5Þ

and the effective spin parameter [71–76]

χeff ¼
m1χ1 þm2χ2

M
; ð6Þ

where M ¼ m1 þm2 is the binary’s total mass. The
minimum black hole mass is taken to be 2M⊙, consistent
with the largest known masses of neutron stars [77]. There
is no known maximum black hole mass [78]; however, we
limit this template bank to binaries with a total mass less
thanM ≤ 100M⊙. For higher-mass binaries, the Advanced
LIGO detectors are sensitive to only the final few cycles of
inspiral plus merger, making the analysis more susceptible
to noise transients. The results of searches for more massive
BBH mergers will be reported in future publications. In
principle, black hole spins can lie anywhere in the range

from −1 (maximal and antialigned) to þ1 (maximal and
aligned). We limit the spin magnitude to less than 0.9895,
which is the region over which the EOBNR waveform
model [8,9] used in the search is able to generate valid
template waveforms [8]. The bank of templates used for the
analysis is shown in Fig. 2.
Both analyses separately correlate the data from each

detector with template waveforms that model the expected
signal. The analyses identify candidate events that are
detected at both the Hanford and Livingston observatories
consistent with the 10-ms intersite propagation time.
Additional signal consistency tests are performed to mit-
igate the effects of nonstationary transients in the data.
Events are assigned a detection-statistic value that ranks
their likelihood of being a gravitational-wave signal. For
PyCBC, the observed SNR in each detector is reweighted
using the signal consistency tests. These reweighted SNRs
are added in quadrature to obtain the detection statistic ρ̂c.
For GstLAL, lnL is the log-likelihood ratio for the signal
and noise models. The detection statistics are compared to
the estimated detector noise background to determine, for
each candidate event, the probability that detector noise
would give rise to at least one equally significant event.
Further details of the analysis methods are available in
Appendix A.
The results for the two different analyses are presented in

Fig. 3. The figure shows the observed distribution of
events, as well as the background distribution used to

FIG. 2. The four-dimensional search parameter space covered
by the template bank shown projected into the component-mass
plane, using the convention m1 > m2. The colors indicate mass
regions with different limits on the dimensionless spin parameters
χ1 and χ2. Symbols indicate the best matching templates for
GW150914, GW151226, and LVT151012. For GW150914 and
GW151226, the templates were the same in the PyCBC and
GstLAL searches, while for LVT151012 they differed. The
parameters of the best matching templates are consistent, up to
the discreteness of the template bank, with the detector frame
mass ranges provided by detailed parameter estimation in Sec. IV.

BINARY BLACK HOLE MERGERS IN THE FIRST … PHYS. REV. X 6, 041015 (2016)

041015-9
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Ma tched  f i l te r ing  and  waveform mode l s  were  
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C O I N C I D E N T  D E T E C T I O N
coincidence detection: look for triggers coincident within light-
travel time in a network of detectors
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WAV E F O R M S
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B I N A R Y  B L A C K  H O L E  W AV E F O R M
waveform characterised by 

slow adiabatic inspiral, fast and luminous merger, rapid ringdown 
very large parameter space 

mass ratio, large BH spins misaligned with orbit, eccentricity 
waveform shape can tell us about component masses, spins and eccentricity 
waveform amplitude (in a detector network) can tell us about source’s 
orientation, sky position, polarisation and distance
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• GW150914/GW122615’s rapidly varying orbital periods allow us to 
bound higher-order PN coefficients in gravitational phase. 

Tests of GR with first LIGO’s black holes: inspiral

(Abbott et al. arXiv:1606.04856)

0PN 0.5PN 1PN 1.5PN 2PN 2.5PN 3PN 3.5PN
PN order

10�1

100

101

|�'̂
|

GW150914
GW151226
GW151226+GW150914

• First GR test in the genuinely!
dynamical, strong-field regime. 

(Arun et al. 06 , Mishra et al. 10, !
Yunes & Pretorius 09, Li et al. 12)

•  PN parameters describe: tails of!
radiation due to backscattering, !
spin-orbit and spin-spin couplings.

(For bounds on dipole radiation !
see Yunes et al. 16)

Blanchet, Living Reviews

post-Newtonian 
expansion is known to 
order (v/c)7 

capture a lot of 
interesting physical 
effects 

wave tails

spin-orbit coupling
spin-spin coupling

spin precession

mass asymmetry

hereditary terms

absorption of radiation  
by black hole
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NR 
Pretorius, Baker, Campnelli, 
Lousto, Brügmann, Laguna, 

Shoemaker, Teukolsky, Kidder, 
Scheel,Szilagyi, Pfeiffer, 

Rezzolla, Hinder, Hannam, 
Husa, Lehner, Shibata…

Post-Newtonian theory 
Einstein, Fock, Blanchet, Damour, Dereulle,  

Iyer, Faye, Will, Wiseman, Schäfer, Jaranowski, Thorne, … 
TaylorT1, TaylorT2, TaylorF2, …

Perturbation 
theory 

gravitational 
self-force 

Vishveshwara,  
Bardeen, Press, 

Teukolsky, Detweiler, Whiting, 
Poisson, Barack, Hughes, 
Flanagan, Mino, Sasaki, 
Tanaka, Quinn, Wald, …

 Buonanno, Damour, 
Nagar, Pan, Iyer, Schäfer, 

Jaranowski …

Approximation Methods: Mon and Wed
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P R O G R E S S  I N  T W O - B O D Y  P R O B L E M
Caltech group pointed out the importance 
of computing phasing beyond leading 
order; followed by very impressive 
progress in post-Newtonian computation 
of two-body dynamics 

construction of LIGO, Virgo, GEO600 and 
TAMA brought theory and observations 
closer 

effective one-body approach developed: 
bold prediction for the late inspiral, 
merger and ringdown 

first successful NR  simulations broke 
conventional wisdom - a far simpler 
merger than anyone predicted 

 remarkable interactions between GW 
data analysts, astrophysicists and theorists 
to open a new observational window
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No Spin Spin-Linear Spin-Squared Tidal

Conservative 4PN 3.5PN 3PN 7PN

Dynamics

Energy Flux 3.5PN 4PN 2PN 6PN

at Infinity

RR Force 4.5PN 4PN 4.5PN 6PN

Waveform 3.5PN 4PN 2PN 6PN

Phase

Waveform 3PN 2PN 2PN 6PN

Amplitude

BH Horizon 5PN 3.5PN 4PN �
Energy Flux

1

Table from Buonanno and BSS 2014



B E Y O N D  I N S P I R A L :  E F F E C T I V E  O N E  
B O D Y  F O R M A L I S M
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Real description

��g eff

Effective description
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Buonanno and Damour 1999



N U M E R I C A L  S I M U L AT I O N S  O F  B B H

Caltech-Cornell simulation, 2009
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Taracchini+ 2012
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❖ q=7, non-spinning

New 170 orbit SpEC simulation
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L O N G E S T  S O  FA R :  1 7 0 - O R B I T S ,  M A S S  
R AT I O  1 : 7 ,  N O N - S P I N N I N G
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U N FA I T H F U L N E S S  O F  E O B  <  0 . 1 %
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Harald Pfeiffer     Cwrt Bleddyn     May 11, 2015

Waveform models vs. 170-orbit NR

❖ Standard (Taylor)  
Post-Newtonian 
bad ~10%

❖ Phenom models 
even worse ~30%

❖ uncalibrated 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very good
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C O M P U T I N G  T H E  B A C K G R O U N D
a tale of two methods 

time-shift method using triggers from coincidence analysis 

background computed from fake coincidences in data from a 
pair of detectors one of whose time stamps are shifted 
artificially 

likelihood method using triggers from single detectors 

triggers from non-coincident single detector triggers are used 
used to compute the probability distribution of triggers for 
each detector 

one then draws triggers from each distribution to estimate 
fake coincidences and their likelihoods compared to 
likelihoods of true coincidences

 48



T I M E - S H I F T  M E T H O D  F O R  
B A C K G R O U N D  E S T I M AT I O N

shift one of the data sets with respect to the other and then 
look for coincidence - any coincidence now is a false alarm
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N O I S E  B A C K G R O U N D :  M E T H O D  O F  
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assess significance. In both analyses, there are three events
that lie above the estimated background: GW150914,
GW151226, and LVT151012. All three of these are
consistent with being BBH merger signals and are dis-
cussed in further detail below. The templates producing the
highest significance in the two analyses are indicated in
Fig. 2, the gravitational waveforms are shown in Fig. 1, and
key parameters are summarized in Table I. There were no
other significant BBH candidates in the first advanced
LIGO observing run. All other observed events are con-
sistent with the noise background for the search. A follow-
up of the coincident events ρ̂c ≈ 9 in the PyCBC analysis

suggests that they are likely due to noise fluctuations or
poor data quality, rather than a population of weaker
gravitational-wave signals.
It is clear from Fig. 3 that at high significance, the

background distribution is dominated by the presence of
GW150914 in the data. Consequently, once an event has
been confidently identified as a signal, we remove triggers
associated with it from the background in order to get an
accurate estimate of the noise background for lower
amplitude events. The lower panel of Fig. 3 shows the
search results with GW150914 removed from both the
foreground and background distributions.

FIG. 3. Search results from the two analyses. The upper left-hand plot shows the PyCBC result for signals with chirp mass M >
1.74 M⊙ (the chirp mass of anm1 ¼ m2 ¼ 2 M⊙ binary) and fpeak > 100 Hz, while the upper right-hand plot shows the GstLAL result.
In both analyses, GW150914 is the most significant event in the data, and it is more significant than any background event in the data. It
is identified with a significance greater than 5σ in both analyses. As GW150914 is so significant, the high significance background is
dominated by its presence in the data. Once it has been identified as a signal, we remove it from the background estimation to evaluate
the significance of the remaining events. The lower plots show results with GW150914 removed from both the foreground and
background, with the PyCBC result on the left and the GstLAL result on the right. In both analyses, GW151226 is identified as the most
significant event remaining in the data. GW151226 is more significant than the remaining background in the PyCBC analysis, with a
significance of greater than 5σ. In the GstLAL search, GW151226 is measured to have a significance of 4.5σ. The third most significant
event in the search, LVT151012, is identified with a significance of 1.7σ and 2.0σ in the two analyses, respectively. The significance
obtained for LVT151012 is not greatly affected by including or removing background contributions from GW150914 and GW151226.

B. P. ABBOTT et al. PHYS. REV. X 6, 041015 (2016)
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H O W  D O  W E  M E A S U R E  S O U R C E  
P A R A M E T E R S ?
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P R O B L E M  O F  PA R A M E T E R  E S T I M AT I O N
Bayesian analysis is used to infer the posterior probability density of 
parameters μ = {μ1, μ2, …, μn} given the data x: 

in the case of binary black holes signal parameters are masses 
(m1,m2), spins (S1,S2), eccentricity (e), sky position (θ,φ), distance 
(D), binary orientation angles (ι,δ), time of and phase at coalescence 
(tc,φc) 

the choice of prior could significantly influence the posterior when 
the likelihood is small (and there is no such thing as “uniform” or 
“uninformative” prior as this is a parameter-dependent statement; if 
the likelihood is large (or if we have a large number of observations) 
then prior doesn’t matter
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P (µ|x) = P (x|µ)P (µ)

P (x)



O N E - D  A N D  T W O - D  D I S T R I B U T I O N S

one can integrate the multivariate posterior distributions to 
obtain one-d and two-d distributions to compute mean, 
median, mode, confidence interval, etc.
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P (µ1) =

Z
P (µ|x) dµ2 dµ3, . . .

P (µ1, µ2) =

Z
P (µ|x) dµ3 dµ4, . . .



M A S S E S  O F  G W 1 5 0 9 1 4  A N D  G W 1 5 1 2 2 6  
F R O M  B AY E S I A N  E S T I M AT I O N

 56



M A S S E S  A N D  S P I N S :  A L L  E V E N T S

GW150914 

(36, 29) solar mass 

GW151226 

(14, 8) solar mass 

one of the BHs has nonzero 
spin 

LVT151012 

(23, 13) solar mass
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Abbott+ PRL, PRD, 2016



D I S TA N C E  A N D  R E M N A N T  M A S S E S  &  S P I N S  
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Abbott+ PRD, 2016
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O D D S  R AT I O  F O R  M O D E L  I N F E R E N C E
if H1 and H2 are two alternative models (or hypotheses), which of the 
two is preferred by data? in Bayesian language this is given by the 
odds ratio, ratio of posterior probabilities for the two hypothesis 

if ln(O12 ) ≫ 0, then model/hypothesis H1 is preferred to H2  

if ln(O12 ) ≪ 0, then model/hypothesis H2 is preferred to H1 

if ln(O12 ) ~ 0, then the data has no discriminatory power 

B12 is the Bayes factor, the ratio of posterior odds to prior odds for 
the two competing models:

 60

B
1
2 =

P (H1|x)/P (H2|x)

P (H1)/P (H2)

O1
2 ⌘ P (H1|x)

P (H2|x)
=

P (H1)

P (H2)
B1
2, B1

2 ⌘ P (x|H1)

P (x|H2)



T E S T I N G  T H E  B L A C K  H O L E  PA R A D I G M  
W I T H  M O D E L  S E L E C T I O N
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and foreground, so that with a single source one has no
guarantee that violations of the no-hair theorem at these
levels will be picked up. With a maximum tolerable false-
alarm probability of β ¼ 0.05, the efficiency ζ for a 10%
shift in ω22 is 0.47, and for a 10% shift in ω33 it is 0.46.
Note how the efficiencies for deviations in ω22 and ω33 are
comparable; with our choice for the injected range of mass
ratios (0.3 < q < 1, or 0.18≲ ν < 0.25) there will be
sources with A33 > A22 as well as sources with A33 <
A22 (see Fig. of Ref. [17]). For a 10% shift in τ22 we find
ζ ¼ 0.05. Thus, even with only a single detection, one will
have a reasonable chance of finding a GR violation of the
given size in ω22 and ω33; however, the same shift in τ22
will be essentially unobservable.
At least for anomalies in ω22 and ω33, the situation

changes dramatically if information from multiple detec-
tions can be combined. This is shown in Fig. 3, for catalogs
of ten sources each. For the same maximum false-alarm
probability and the given shifts in ω22, ω33, and τ22, the
efficiencies become, respectively, 0.98, 0.98, and 0.13.

Thus, there is a very significant improvement in the first
two cases, but the shift in τ22 remains hard to observe.
It is also of interest to see how the efficiencies grow with

an increasing number of sources per catalog. This is shown
in Fig. 4, for two choices of maximum tolerable false-alarm
probability: β ¼ 0.05 and β ¼ 0.01. Due to the finite
number of catalogs considered, inevitably the numbers
we quote for efficiencies are not exact; in the plot we show
medians and 95% confidence intervals obtained for ζ when
randomly combining the available simulated sources into
catalogs of a given size in 1000 different ways. For the
cases δω̂22 ¼ 0.1 and δω̂33 ¼ 0.1, we see that for either
value of β, the efficiency reaches essentially 100% for ∼20
sources per catalog. However, for a GR violation with
δτ̂22 ¼ 0.1 and as many as 50 sources per catalog, even
with β ¼ 0.05 the median efficiency is only ∼0.2, with a
large spread.
One may then wonder how large a deviation in τ22 needs

to be before it becomes detectable with good efficiency, still
assuming a few tens of sources per catalog. In Fig. 5, we

FIG. 2 (color online). Single-source GR background distributions (dark gray) and foreground distributions (light gray) for a 10%
deviation in ω22 (left), a 10% deviation in ω33 (middle), and a 10% deviation in τ22 (right). In all three cases there is significant overlap
between background and foreground; for a maximum tolerable false-alarm probability of β ¼ 0.05, the efficiencies are, respectively,
47%, 46%, and 5%.

FIG. 3 (color online). GR background distributions (dark gray) and foreground distributions (light gray) for a 10% deviation in ω22

(left), a 10% deviation in ω33 (middle), and a 10% deviation in τ22 (right). This time we considered catalogs of ten sources each. Again
with β ¼ 0.05, this time efficiencies of 98% are attained for the two mode frequencies. On the other hand, the deviation in τ22 remains
hard to detect, with an efficiency of only 14%.

J. MEIDAM et al. PHYSICAL REVIEW D 90, 064009 (2014)

064009-6

an example of model selection is to test if ringdown signals are 
black hole quasi-normal modes; this is done by introducing extra 
hairs to describe black holes (in addition to their mass and spin) 

the following example shows the odds ratio that uses 10 detections 
for two alternative hypothesis: H1 ringdown is described GR, H2 
ringdown is described by an additional parameter 
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G R AV I TAT I O N A L  WAV E S  F R O M  
H U L S E - TAY L O R  B I N A R Y  P U L S A R

 63
Credit: Michael Kramer

Observed decrease in period - about 76 μs per year



H U L S E - TAY L O R  B I N A R Y  P U L S A R  A N D  T E S T  
O F  T H E  Q U A D R U P O L E  F O R M U L A

 64Plot: Weisberg+, Image: NASA
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❖ first direct detection of gravitational waves 
❖ first observation of a black hole binary  
❖ first direct observation of a black hole



G W 1 5 0 9 1 4 :  F I R S T  D I R E C T  D E T E C T I O N

❖ detection and 
characterization uses 
matched filtering 

❖ requires very 
accurate waveforms 

❖ >3 decades of effort 
on analytical and 
numerical modeling 
of waveform and still 
ongoing 
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T H E  M O S T  L U M I N O U S  E V E N T  
I N  A L L  O F  A S T R O N O M Y:  

more energy in gravitational waves 
than all the stars in the universe
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L I G O - V I R G O  D I S C O V E R I E S :   
A  N E W  E R A  I N  F U N D A M E N T A L  P H Y S I C S ,  A S T R O P H Y S I C S  A N D  C O S M O L O G Y
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maximum dimensionless spin of remnant BH when two non-
spinning black holes merge ~ 0.69
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FIG. 4. Parameter estimation summary plots I. Posterior probability densities of the masses, spins, and SNR of the GW events. For the
two-dimensional distributions, the contours show 90% credible regions. Left panel: Source frame component masses m1 and m2. We use the
convention that m1 � m2, which produces the sharp cut in the two-dimensional distribution. Lines of constant mass ratio q = m2/m1 are shown
for 1/q = 2, 4, 8. For low-mass events, the contours follow lines of constant chirp mass. Right panel: The mass Mf and dimensionless spin
magnitude af of the final black holes. The colored event labels are ordered by source frame chirp mass. The same color code and ordering
(where appropriate) apply to Figs. 5 to 8.

where M = m1 + m2 is the total mass of the binary, and m1 is
defined to be the mass of the larger component of the binary,
such that m1 � m2. Di↵erent parameterizations of spin e↵ects
are possible and can be motivated from their appearance in
the GW phase or dynamics [121–123]. �e↵ is approximately
conserved throughout the inspiral [120]. To assess whether a
binary is precessing we use a single e↵ective precession spin
parameter �p [124] (see Appendix C).

During the inspiral the phase evolution depends at leading
order on the chirp mass [34, 125, 126],

M =
(m1m2)3/5

M1/5 , (5)

which is also the best measured parameter for low mass sys-
tems dominated by the inspiral [100, 121, 127, 128]. The mass
ratio

q =
m2

m1
 1 (6)

and e↵ective aligned spin �e↵ appear in the phasing at higher
orders [100, 120, 122].

For precessing binaries the orbital angular momentum vec-
tor ~L is not a stable direction, and it is preferable to describe
the source inclination by the angle ✓JN between the total an-
gular momentum ~J (which typically is approximately constant
throughout the inspiral) and the line of sight vector ~N instead
of the orbital inclination angle ◆ between ~L and ~N [118, 129].
We quote frequency-dependent quantities such as spin vec-
tors and derived quantities as �p at a GW reference frequency
fref = 20Hz.

Binary neutron stars have additional degrees of freedom re-
lated to their response to a tidal field. The dominant quadrupo-
lar (` = 2) tidal deformation is described by the dimensionless
tidal deformability ⇤ = (2/3)k2

h
(c2/G)(R/m)

i5
of each neu-

tron star (NS), where k2 is the dimensionless ` = 2 Love num-
ber and R is the NS radius. The tidal deformabilities depend
on the NS mass m and the equation of state (EOS). The domi-
nant tidal contribution to the GW phase evolution is encapsu-
lated in an e↵ective tidal deformability parameter [130, 131]

⇤̃ =
16
13

(m1 + 12m2)m4
1⇤1 + (m2 + 12m1)m4

2⇤2

M5 . (7)

B. Masses

In the left panel of Fig. 4 we show the inferred component
masses of the binaries in the source frame as contours in the
m1-m2 plane. Because of the mass prior, we consider only sys-
tems with m1 � m2 and exclude the shaded region. The com-
ponent masses of the detected BH binaries cover a wide range
from ⇠ 5M� to ⇠ 70M� and lie within the range expected for
stellar-mass BHs [132–134]. The posterior distribution of the
heavier component in the heaviest BBH, GW170729, grazes
the lower boundary of the possible mass gap expected from
pulsational pair instability and pair instability supernovae at
⇠ 60 � 120M� [135–137]. The lowest-mass BBH systems,
GW151226 and GW170608, have 90% credible lower bounds
on m2 of 5.6 M� and 5.9 M�, respectively, and therefore lie
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∼100 s (calculated starting from 24 Hz) in the detectors’
sensitive band, the inspiral signal ended at 12∶41:04.4 UTC.
In addition, a γ-ray burst was observed 1.7 s after the
coalescence time [39–45]. The combination of data from
the LIGO and Virgo detectors allowed a precise sky
position localization to an area of 28 deg2. This measure-
ment enabled an electromagnetic follow-up campaign that
identified a counterpart near the galaxy NGC 4993, con-
sistent with the localization and distance inferred from
gravitational-wave data [46–50].
From the gravitational-wave signal, the best measured

combination of the masses is the chirp mass [51]
M ¼ 1.188þ0.004

−0.002M⊙. From the union of 90% credible
intervals obtained using different waveform models (see
Sec. IV for details), the total mass of the system is between
2.73 and 3.29 M⊙. The individual masses are in the broad
range of 0.86 to 2.26 M⊙, due to correlations between their
uncertainties. This suggests a BNS as the source of the
gravitational-wave signal, as the total masses of known
BNS systems are between 2.57 and 2.88 M⊙ with compo-
nents between 1.17 and ∼1.6 M⊙ [52]. Neutron stars in
general have precisely measured masses as large as 2.01#
0.04 M⊙ [53], whereas stellar-mass black holes found in
binaries in our galaxy have masses substantially greater
than the components of GW170817 [54–56].
Gravitational-wave observations alone are able to mea-

sure the masses of the two objects and set a lower limit on
their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes, or more exotic objects [57–61].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

II. DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which the LIGO-
Livingston and LIGO-Hanford detectors could detect a
BNS system (SNR ¼ 8), known as the detector horizon
[32,62,63], were 218 Mpc and 107 Mpc, while for Virgo
the horizon was 58 Mpc. The GEO600 detector [64] was
also operating at the time, but its sensitivity was insufficient
to contribute to the analysis of the inspiral. The configu-
ration of the detectors at the time of GW170817 is
summarized in [29].
A time-frequency representation [65] of the data from

all three detectors around the time of the signal is shown in
Fig 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible

in the Virgo data due to the lower BNS horizon and the
direction of the source with respect to the detector’s antenna
pattern.
Figure 1 illustrates the data as they were analyzed to

determine astrophysical source properties. After data col-
lection, several independently measured terrestrial contribu-
tions to the detector noise were subtracted from the LIGO
data usingWiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz ac power
mains harmonics from both LIGO data streams. The sensi-
tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.
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From M and q, we obtain a measure of the component
masses m1 ∈ ð1.36; 2.26ÞM⊙ and m2 ∈ ð0.86; 1.36ÞM⊙,
shown in Fig. 4. As discussed in Sec. I, these values are
within the range of known neutron-star masses and below
those of known black holes. In combination with electro-
magnetic observations, we regard this as evidence of the
BNS nature of GW170817.
The fastest-spinning known neutron star has a dimension-

less spin≲0.4 [153], and the possible BNS J1807-2500B has
spin≲0.2 [154], after allowing for a broad range of equations
of state. However, among BNS that will merge within a
Hubble time, PSR J0737-3039A [155] has the most extreme
spin, less than ∼0.04 after spin-down is extrapolated to
merger. If we restrict the spin magnitude in our analysis to
jχj ≤ 0.05, consistent with the observed population, we
recover the mass ratio q ∈ ð0.7; 1.0Þ and component masses
m1 ∈ ð1.36;1.60ÞM⊙ andm2 ∈ ð1.17; 1.36ÞM⊙ (see Fig. 4).
We also recover χeff ∈ ð−0.01; 0.02Þ, where the upper limit
is consistent with the low-spin prior.
Our first analysis allows the tidal deformabilities of the

high-mass and low-mass component, Λ1 and Λ2, to vary
independently. Figure 5 shows the resulting 90% and
50% contours on the posterior distribution with the
post-Newtonian waveform model for the high-spin and

low-spin priors. As a comparison, we show predictions
coming from a set of candidate equations of state for
neutron-star matter [156–160], generated using fits from
[161]. All EOS support masses of 2.01 # 0.04M⊙.
Assuming that both components are neutron stars described
by the same equation of state, a single function ΛðmÞ is
computed from the static l ¼ 2 perturbation of a Tolman-
Oppenheimer-Volkoff solution [103]. The shaded regions in
Fig. 5 represent the values of the tidal deformabilitiesΛ1 and
Λ2 generated using an equation of state from the 90% most
probable fraction of the values ofm1 andm2, consistent with
the posterior shown in Fig. 4. We find that our constraints on
Λ1 and Λ2 disfavor equations of state that predict less
compact stars, since the mass range we recover generates
Λ values outside the 90% probability region. This is con-
sistent with radius constraints from x-ray observations of
neutron stars [162–166]. Analysis methods, in development,
that a priori assume the same EOS governs both stars should
improve our constraints [167].
To leading order in Λ1 and Λ2, the gravitational-wave

phase is determined by the parameter

~Λ ¼ 16

13

ðm1 þ 12m2Þm4
1Λ1 þ ðm2 þ 12m1Þm4

2Λ2

ðm1 þm2Þ5
ð1Þ

[101,117]. Assuming a uniform prior on ~Λ, we place a 90%
upper limit of ~Λ ≤ 800 in the low-spin case and ~Λ ≤ 700 in
the high-spin case. We can also constrain the functionΛðmÞ
more directly by expanding ΛðmÞ linearly about m ¼
1.4M⊙ (as in [112,115]), which gives Λð1.4M⊙Þ ≤ 1400
for the high-spin prior and Λð1.4M⊙Þ ≤ 800 for the low-
spin prior. A 95% upper bound inferred with the low-spin
prior, Λð1.4M⊙Þ ≤ 970, begins to compete with the 95%
upper bound of 1000 derived from x-ray observations
in [168].
Since the energy emitted in gravitational waves depends

critically on the EOS of neutron-star matter, with a wide
range consistent with constraints above, we are only able to
place a lower bound on the energy emitted before the onset
of strong tidal effects at fGW∼600Hz asErad > 0.025M⊙c2.
This is consistent with Erad obtained from numerical
simulations and fits for BNS systems consistent with
GW170817 [114,169–171].
We estimate systematic errors from waveform modeling

by comparing the post-Newtonian results with parameters
recovered using an effective-one-body model [124] aug-
mented with tidal effects extracted from numerical relativity
with hydrodynamics [172]. This does not change the
90% credible intervals for component masses and effective
spin under low-spin priors, but in the case of high-spin priors,
we obtain the more restrictive m1 ∈ ð1.36; 1.93ÞM⊙, m2 ∈
ð0.99; 1.36ÞM⊙, and χeff ∈ ð0.0; 0.09Þ. Recovered tidal
deformabilities indicate shifts in the posterior distributions
towards smaller values, with upper bounds for ~Λ and
Λð1.4M⊙Þ reduced by a factor of roughly (0.8, 0.8) in the

FIG. 4. Two-dimensional posterior distribution for the compo-
nent massesm1 andm2 in the rest frame of the source for the low-
spin scenario (jχj < 0.05, blue) and the high-spin scenario
(jχj < 0.89, red). The colored contours enclose 90% of the
probability from the joint posterior probability density function
for m1 and m2. The shape of the two dimensional posterior is
determined by a line of constant M and its width is determined
by the uncertainty inM. The widths of the marginal distributions
(shown on axes, dashed lines enclose 90% probability away from
equal mass of 1.36M⊙) is strongly affected by the choice of spin
priors. The result using the low-spin prior (blue) is consistent with
the masses of all known binary neutron star systems.
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LIGO-Livingston, and Virgo data respectively, making it
the loudest gravitational-wave signal so far detected. Two
matched-filter binary-coalescence searches targeting
sources with total mass between 2 and 500 M⊙ in the
detector frame were used to estimate the significance of this
event [9,12,30,32,73,81–83,86,87,91–97]. The searches
analyzed 5.9 days of LIGO data between August 13,
2017 02∶00 UTC and August 21, 2017 01∶05 UTC.
Events are assigned a detection-statistic value that ranks
their probability of being a gravitational-wave signal. Each
search uses a different method to compute this statistic and
measure the search background—the rate at which detector
noise produces events with a detection-statistic value equal
to or higher than the candidate event.
GW170817 was identified as the most significant event

in the 5.9 days of data, with an estimated false alarm rate of
one in 1.1 × 106 years with one search [81,83], and a
consistent bound of less than one in8.0 × 104 years for the
other [73,86,87]. The second most significant signal in this
analysis of 5.9 days of data is GW170814, which has a
combined SNR of 18.3 [29]. Virgo data were not used in
these significance estimates, but were used in the sky
localization of the source and inference of the source
properties.

IV. SOURCE PROPERTIES

General relativity makes detailed predictions for the
inspiral and coalescence of two compact objects, which

may be neutron stars or black holes. At early times, for low
orbital and gravitational-wave frequencies, the chirplike
time evolution of the frequency is determined primarily by
a specific combination of the component masses m1 and
m2, the chirp mass M ¼ ðm1m2Þ3=5ðm1 þ m2Þ−1=5. As the
orbit shrinks and the gravitational-wave frequency grows
rapidly, the gravitational-wave phase is increasingly influ-
enced by relativistic effects related to the mass ratio
q ¼ m2=m1, where m1 ≥ m2, as well as spin-orbit and
spin-spin couplings [98].
The details of the objects’ internal structure become

important as the orbital separation approaches the size of
the bodies. For neutron stars, the tidal field of the
companion induces a mass-quadrupole moment [99,100]
and accelerates the coalescence [101]. The ratio of the
induced quadrupole moment to the external tidal field is
proportional to the tidal deformability (or polarizability)
Λ ¼ ð2=3Þk2½ðc2=GÞðR=mÞ&5, where k2 is the second Love
number and R is the stellar radius. Both R and k2 are fixed
for a given stellar massm by the equation of state (EOS) for
neutron-star matter, with k2 ≃ 0.05–0.15 for realistic neu-
tron stars [102–104]. Black holes are expected to have
k2 ¼ 0 [99,105–109], so this effect would be absent.
As the gravitational-wave frequency increases, tidal

effects in binary neutron stars increasingly affect the phase
and become significant above fGW ≃ 600 Hz, so they are
potentially observable [103,110–116]. Tidal deformabil-
ities correlate with masses and spins, and our measurements
are sensitive to the accuracy with which we describe
the point-mass, spin, and tidal dynamics [113,117–119].
The point-mass dynamics has been calculated within the
post-Newtonian framework [34,36,37], effective-one-body
formalism [10,120–125], and with a phenomenological
approach [126–131]. Results presented here are obtained
using a frequency domain post-Newtonian waveform
model [30] that includes dynamical effects from tidal
interactions [132], point-mass spin-spin interactions
[34,37,133,134], and couplings between the orbital angular
momentum and the orbit-aligned dimensionless spin com-
ponents of the stars χz [92].
The properties of gravitational-wave sources are inferred

by matching the data with predicted waveforms. We
perform a Bayesian analysis in the frequency range
30–2048 Hz that includes the effects of the 1σ calibration
uncertainties on the received signal [135,136] (< 7% in
amplitude and 3° in phase for the LIGO detectors [137] and
10% and 10° for Virgo at the time of the event). Unless
otherwise specified, bounds on the properties of
GW170817 presented in the text and in Table I are 90%
posterior probability intervals that enclose systematic
differences from currently available waveform models.
To ensure that the applied glitch mitigation procedure

previously discussed in Sec. II (see Fig. 2) did not bias the
estimated parameters, we added simulated signals with
known parameters to data that contained glitches analogous
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FIG. 3. Sky location reconstructed for GW170817 by a rapid
localization algorithm from a Hanford-Livingston (190 deg2,
light blue contours) and Hanford-Livingston-Virgo (31 deg2,
dark blue contours) analysis. A higher latency Hanford-Living-
ston-Virgo analysis improved the localization (28deg2, green
contours). In the top-right inset panel, the reticle marks the
position of the apparent host galaxy NGC 4993. The bottom-right
panel shows the a posteriori luminosity distance distribution
from the three gravitational-wave localization analyses. The
distance of NGC 4993, assuming the redshift from the NASA/
IPAC Extragalactic Database [89] and standard cosmological
parameters [90], is shown with a vertical line.
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FIG. 12. This figure shows the posterior distribution — combined
from the results of PyCBC and GstLAL— on the BBH event rate for
the flat in log (blue) and power-law (orange) mass distributions. The
symmetric 90% confidence intervals are indicated with vertical lines
beneath the posterior distribution. The union of intervals is indicated
in black.

population model of binary neutron stars with uniform com-
ponent masses in the 1 – 2 M� range, and obtained an event
rate interval of 320 � 4740 Gpc�3 y�1. In addition to updating
this rate to account for all available data from O1 and O2, we
also introduce another fiducial population, serving two pur-
poses. The first is to emulate a distribution assumed previ-
ously [205] which models both components as uncorrelated
Gaussians. The overall mass distribution is centered at 1.33
M� with a standard deviation of 0.09 M�. Secondly, this dis-
tribution can be considered as a bracket on the event rate from
the upper end, since its hVT i over the population is smaller
than the value obtained from the uniform set.

The event rate distribution for each search and mass distri-
bution is shown in Fig. 13. The di↵erences in the distribution
between the searches are a consequence of the ranking statis-
tic threshold applied to either. PyCBC measures a smaller
hVT i because its fiducial threshold is higher than GstLAL.
Despite the threshold di↵erence, the two searches find similar
values for ⇤BNS, and hence the rate for GstLAL is lower than
for PyCBC. For the uniform mass set, we obtain an interval
at 90% confidence of R = 800+1970

�680 Gpc�3 y�1(PyCBC) and
R = 662+1609

�565 Gpc�3 y�1(GstLAL), and for the Gaussian set we
obtain R = 1210+3230

�1040 Gpc�3 y�1(PyCBC) and R = 920+2220
�790

Gpc�3 y�1(GstLAL). These values are consistent with previ-
ous observational values (both GW and radio pulsar) as well
as more recent investigations [212]. The union of the intervals
combined over both populations lies in 110�3840 Gpc�3 y�1.

FIG. 13. This figure shows the posterior distributions of the BNS
event rate for the GstLAL and PyCBC searches. The uniform mass
distribution corresponds to the orange curves and Gaussian mass dis-
tributions corresponds to the blue curves. The symmetric 90% confi-
dence intervals are indicated with vertical lines beneath the posterior
distributions.

D. Neutron Star Black Hole Event Rates

The NSBH space is a unique challenge both to model as-
trophysically and for which to produce accurate waveforms.
Astrophysical models span a wide range of potential mass ra-
tios and spin configurations, and there are no electromagnetic
observational examples. Hence, we take an approach similar
to previous analyses [205] and examine specific points in the
mass space while considering two component spin configu-
rations: isotropic and orbital angular momentum aligned as
described in Sec. VII B.

Since there were no confident detection candidates in the
NSBH category, we update the upper limit at 90% confidence
in this category in Fig. 14. All upper limits are below 610
Gpc�3 y�1. Those results are obtained using a uniform prior
over R. The Je↵reys prior (which also appeared in [205])
suppresses larger R values. This prior choice would obtain a
less conservative upper limit. This limit is now stronger at all
masses than the “high” rate prediction [213] (103 Gpc�3 y�1)
for NSBH sources.

VIII. CONCLUSIONS

We have reported the results from GW searches for com-
pact mergers during the first and second observing runs by the
Advanced GW detector network. Advanced LIGO and Ad-
vanced Virgo have confidently detected gravitational waves
from ten stellar-mass binary black hole mergers and one bi-
nary neutron star inspiral. The signals were discovered using
three independent analyses: two matched-filter searches [8, 9]
and one weakly modeled burst search [11]. We have re-
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144NCBJ, 05-400 Świerk-Otwock, Poland

145Institute of Mathematics, Polish Academy of Sciences, 00656 Warsaw, Poland
146Cornell University, Ithaca, NY 14850, USA

147Hillsdale College, Hillsdale, MI 49242, USA
148Hanyang University, Seoul 04763, South Korea

149Korea Astronomy and Space Science Institute, Daejeon 34055, South Korea
150NASA Marshall Space Flight Center, Huntsville, AL 35811, USA

151Dipartimento di Matematica e Fisica, Università degli Studi Roma Tre, I-00146 Roma, Italy
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166Dipartimento di Fisica, Università degli Studi di Milano Bicocca, Piazza della Scienza 3, 20126 Milano, Italia
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We present the results from three gravitational-wave searches for coalescing compact binaries with component
masses above 1M� during the first and second observing runs of the Advanced gravitational-wave detector
network. During the first observing run (O1), from September 12th, 2015 to January 19th, 2016, gravitational
waves from three binary black hole mergers were detected. The second observing run (O2), which ran from
November 30th, 2016 to August 25th, 2017, saw the first detection of gravitational waves from a binary neutron
star inspiral, in addition to the observation of gravitational waves from a total of seven binary black hole mergers,
four of which we report here for the first time: GW170729, GW170809, GW170818 and GW170823. For all
significant gravitational-wave events, we provide estimates of the source properties. The detected binary black
holes have total masses between 18.6+3.1

�0.7M� and 85.1+15.6
�10.9M�, and range in distance between 320+120

�110 Mpc
and 2750+1350
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Gpc�3 y�1.

6

137Institute of Applied Physics, Nizhny Novgorod, 603950, Russia
138Ewha Womans University, Seoul 03760, South Korea

139Inje University Gimhae, South Gyeongsang 50834, South Korea
140National Institute for Mathematical Sciences, Daejeon 34047, South Korea

141Ulsan National Institute of Science and Technology, Ulsan 44919, South Korea
142Universität Hamburg, D-22761 Hamburg, Germany

143Maastricht University, P.O. Box 616, 6200 MD Maastricht, The Netherlands
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Fig. 2 The planned sensitivity evolution and observing runs of the aLIGO, AdV and KAGRA detectors
over the coming years. The colored bars show the observing runs, with the expected sensitivities given
by the data in Fig. 1 for future runs, and the achieved sensitivities in O1 and in O2. There is significant
uncertainty in the start and end times of planned the observing runs, especially for those further in the future,
and these could move forward or backwards relative to what is shown above. The plan is summarised in
Sect. 2.2.

2024+ H1L1V1K1I1 network at full sensitivity (aLIGO at 190 Mpc, AdV at 125 Mpc
and KAGRA at 140 Mpc). Including more detectors improves sky localization (Kli-
menko et al 2011; Veitch et al 2012; Nissanke et al 2013; Rodriguez et al 2014;
Pankow et al 2018) as well as the fraction of coincident observational time. 2024
is the earliest time we imagine LIGO-India could be operational.

This timeline is summarized in Fig. 2; we do not include observing runs with LIGO-
India yet, as these are still to be decided. Additionally, GEO 600 will continue ob-
serving, with frequent commissioning breaks, during this period. The observational
implications of these scenarios are discussed in Sect. 4.

3 Searches for gravitational-wave transients

Data from GW detectors are searched for many types of possible signals (Abbott
et al 2017j). Here we focus on signals from compact binary coalescences (CBCs)
and on generic transient or burst signals. CBCs include BNS, neutron star–black
hole (NS–BH) and BBH systems.

Observational results of searches for transient signals are reported in Abbott et al
(2016f,d,l, 2017c, 2016q, 2017l,g,h,i,a). The O1 results include two clear detections
GW150914 (Abbott et al 2016k) and GW151226 (Abbott et al 2016h), and a lower
significance candidate LVT151012 (Abbott et al 2016f,d). All three originate from
BBH coalescences (Abbott et al 2016m,d). No other transient sources have been
identified in O1 (Abbott et al 2016q, 2017c,m). The first results of O2 have been
announced: GW170104 (Abbott et al 2017g), GW170608 (Abbott et al 2017h) and
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W I T H  3 G  W E  W I L L  E X P L O R E  
F U N D A M E N T A L  P R O P E R T I E S  O F  

S P A C E T I M E  A N D  M A T T E R
multimessenger astronomy 

sites of r-process heavy element production, BNS vs NSBH, etc. 

equation of state of dense nuclear matter 

size of neutron stars; are there phase transitions beyond nucleons 

standard siren cosmology 

Hubble parameter, dark energy equation of state and its variation with z 

strong field tests of general relativity 

binary black hole orbital dynamics  

testing the black hole hypothesis of LIGO’s detections 

BH no-hair theorem, horizon structure, echoes, …  

new fields and novel compact objects 

ultra-light bosonic fields, axions, boson stars, extremely compact objects 

primordial stochastic backgrounds 

early universe phase transitions, cosmic strings, etc.
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G R O U N D B R E A K I N G  S C I E N C E  F R O M  G W  
D I S C O V E R I E S  -  T H E  S T O R Y  S O  F A R

opened a new window to observe the dark sector, inaccessible to others 

confirmed existence of merging binary black holes, rate well constrained 

the most luminous sources in the Universe 

matter under extreme environs 

highest densities and greatest temperatures but for the big bang 

confirmed gravitational wave generation beyond quadrupole formula 

tails of gravitational waves, absorption of radiation by black holes, … 

discovered a completely new class of black holes 

totally unexpected properties: 

> 30 M⊙ black holes, spins ~ 0 (?), a challenge to theory  

origin of short GRBs resolved by GW170817 and GRB170817A 

helped identify sites of heavy element production 

constrained the speed of gravitational waves to 1 part in 1016 of light 
speed 
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In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.
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❖ in the aftermath of 
merger heavy 
elements are 
produced by r-process 

❖ many of these heavy 
elements are unstable 
and radioactively 
decay 

❖  the process produces 
a fireball called 
kilonova
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Figure 2. Posterior distribution of chirp
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ing LISA (blue); a third-generation ground-
based detector network consisting of ET [35]
and CE [1] (red); and the combined measure-
ment (dark green). The matched-filter SNR
of this system was 5.5 in LISA and 1010 in
the ground-based network.

Briefly, the results in Fig. 2 were

derived as follows. We first ran

a Fisher matrix calculation to pro-

duce posterior distributions represen-

tative of the LISA measurement. In

the Fisher matrix approximation, the

likelihood is a multivariate Gaussian.

We augmented LALInference [48],

the Bayesian stochastic sampler rou-

tinely used by the LIGO and Virgo

collaborations, to use the covariance

matrix produced in the first step as

a Bayesian prior for parameter esti-

mation with ground-based data. We

simulated the GW signals of IMBHs

using the IMRPhenomPv2 waveform

template [26; 43] and added them

to Gaussian noise. The final poste-

rior was calculated using a coherent

Bayesian analysis [48]. For this proof

of principle, we neglected spins in our waveform models. Unlike in Fig. 1, the masses

in Fig. 2 are ”observer-frame” masses, and so larger than the ”source-frame” values

by the factor (1 + z). (This choice avoids the propagation of distance errors into the

displayed result, which would unnecessarily complicate the interpretation.) In this

case, we see that the degeneracy-breaking shrinks the area of the 2-� error ellipse by

about six orders of magnitude!

We note, however, that the benefits from multi-band data illustrated in Fig. 2 do

decrease as the total mass decreases. For stellar-mass sources like GW150914, the

SNR in the ground-based detectors is so high [53] that little is gained by folding-in

LISA’s measurements, at least where the binary’s parameters are concerned. However,

even for stellar mass binaries, combining the low- and high-frequency signals can

significantly strengthen some tests of general relativity, as discussed below.

4) Multiband observations are expected to yield stringent tests of general

relativity. This is for basically the same reason that multiband observations can

lead to large improvements in parameter estimation: tracking the GW phase over

several decades in frequency provides a long ”lever-arm” for comparing measurement

to theory. The improvements in bounds on various theories of gravity coming from

multiband observations have been quantified [5; 12; 8]; to summarize, IMBH binaries

with total mass Mtotal ⇠ 103M� should provide especially strong constraints, since

in that mass regime the SNR can be large in both frequency bands. The optical

configurations of some ground-based instruments could also be optimized, specifically
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chirps with frequency increasing in time and, therefore, time increases left-to-right

along these tracks.

Both signal tracks begin four years prior to merger. We first see their inspiral

in LISA, and roughly four years later we see their merger and ringdown in ground

detectors. Fig. 1b shows the redshift z and luminosity distance DL out to which BH

binaries can be detected for these three observatories, as a function of their total

mass. Here the binaries are taken to be equal-mass and non-spinning, the masses

refer to the ”source-frame,” the detection threshold is taken as a signal-to-noise ratio

(SNR) > 8 for a source with optimal sky location and orientation, we use a canonical

⇤CDM model to determine DL(z), and the gravitational waveforms are generated

using the IMRPhenomPv2 model [26; 43].
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Figure 1. (a): Frequency tracks of binary BH signals, compared to the noise curves for
LISA, ET and CE. The (30 + 30)M� binary will radiate at ⇠ 10 mHz four years prior to
merger, while the (1000 + 1000)M� IMBH binary will sweep through most of the LISA
band in that time. (b): Redshift out to which BH binaries are detectable, for current
and proposed ground-based GW experiments. We consider equal-mass, non-spinning BHs.
Masses refer to the source frame, and our criterion for detectability is that the SNR should
be > 8 for a binary with optimal sky location and oriention.

Fig. 1b shows that for ET or CE, a GW150914-like signal will be detectable up to

z & 10. The ”sweet spot” for joint space and ground detection of IMBHs will be

M ⇠ 700M�; such binaries will be jointly detectable out to z ⇠ 3. For stellar-mass

binaries, LISA will be much less sensitive than ET or CE, independently detecting

only a small fraction of the stellar-mass binaries observed on the ground. However

one can exploit the ground-based binary parameter measurements to greatly focus the

search through archived LISA data, and hence reduce the SNR threshold needed to

confidently identify the binary signals in the low-frequency data set. Wong et al. [54]

showed that this data analysis strategy should increase the number of multiband

detections by a factor ⇠ 4–7. This increased number of detections will amplify the

power of statistical comparisons between di↵erent astrophysical binary population

and evolution models [13; 22; 45; 46; 25].
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• inspiral phase: well described by post-
Newtonian approximation + tides 

• post-merger bar-deformed hyper-
massive neutron star
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tidal field ε of one companion induces a 
quadrupole moment Q in the other 

in the adiabatic approximation                      

λ(m) is tidal deformability, k2(m) is the Love 
number and R is the NS radius 

post-merger oscillations, stability, extraction of 
radius, mass and compactness

 104

4

Hz [18], the tidal tensors Eij of one component of the
binary will start to induce a significant quadrupole mo-
ment Qij in the other. In the adiabatic approximation,
the two are related by [44, 64, 65]

Qij = ��(m) Eij , (3)

where m is the mass of the neutron star that is experienc-
ing the quadrupole deformation, and the function �(m) is
the tidal deformability, which is determined by the EOS.
The deformations of the two neutron stars in turn a↵ect
the orbital motion, and this is one way in which the EOS
gets imprinted upon the gravitational waveform. The
deformability �(m) is related to the second Love number
k2(m) and the neutron star radius R(m) through �(m) =
(2/3) k2(m)R5(m). Tidal e↵ects only enter the phase
starting at 5PN order [65], but as mentioned before, the

prefactors are sizable (�/M5
/ (R/M)5 ⇠ 102 � 105),

which is why we can hope to infer information on the
EOS from the tidal deformation.

The e↵ects of tidal deformations on the orbital motion
were calculated up to 1PN (or 6PN in phase) by Vines,
Flanagan, and Hinderer [44], and more recently to 2.5PN
(or 7.5PN in phase) by Damour, Nagar, and Villain [19].
The latter expression is what we will be using in this
paper; for completeness we reproduce it here. In terms
of the characteristic velocity v = (⇡Mf)1/3, one has

 (v) =  PP(v) + tidal(v), (4)

where  PP(v) is the phase for the inspiral of point parti-
cles, and  tidal(v) is the contribution from tidal e↵ects.
The latter takes the form

 tidal(v) =
3
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where XA = mA/M , A = 1, 2, and �A = �(mA). We
should note that the calculation leading to this expression
ignores (i) contributions from higher-order multipoles as
these are estimated to give small corrections, and (ii) a
number of as yet unknown functions that appear in the
7PN phase contribution; in [19] these too were argued
to be negligible and we refer to that paper for details.
Contributions to the phase at increasing PN order, for a
BNS system of (1.35, 1.35)M� with a sti↵ (MS1) EOS,
are illustrated in Fig. 4.

For the function �(m), in our simulated signals we will
use quartic polynomial fits to predictions corresponding
to di↵erent EOS from Hinderer et al. [18], with maximum
residuals of ⇠ 0.02 (which will turn out to be negligible
compared to the measurability of �). Examples of such
fits for a soft (labeled SQM3), a moderate (H4), and a
sti↵ EOS (MS1) are shown in Fig. 1.

C. Quadrupole-monopole e↵ects

As mentioned before, tidal e↵ects are not the only way
the EOS enters into the gravitational waveform. If a
neutron star is spinning, it takes on an oblate shape. As-
suming an axisymmetric mass distribution with respect
to the axis of rotation, the deformation can be expressed

to leading order by means of a dimensionless quadrupole
moment parameter q, defined as [50]

q = �
5

2
lim
r!1

⇣ r

M

⌘3
Z 1

�1
⌫(r, ✓)P2(cos ✓) d cos ✓, (6)

where P2(x) = (3x2
� 1)/2 is the second Legendre poly-

nomial, and ⌫ is a potential related to the metric of
a stationary axially symmetric body; more specifically,
the line element in the form introduced by Komatsu-
Eriguchi-Hachisu [66] reads:

ds2 = �e�2⌫dt2 + r2 sin2 ✓ e2� (d�� !dt)2

+ e2↵
�
dr2 + r2d✓2

�
, (7)

where the undetermined ↵,�, ⌫ are all functions of (r, ✓).
The quadrupole moment q is the leading-order (1/r3)
coe�cient of the second multipole in the asymptotic ex-
pansion of ⌫(r, ✓) and can be calculated numerically. This
quantity is the general-relativistic equivalent of the New-
tonian mass quadrupole moment.
Since a sti↵er EOS implies a larger neutron star (NS)

radius for a given mass, the quadrupole moment increases
in absolute value with the sti↵ness of the EOS. Examples
of q estimates for di↵erent EOS were calculated numer-
ically in [50] based on the expressions of Ryan [67, 68].
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where XA = mA/M , A = 1, 2, and �A = �(mA). We
should note that the calculation leading to this expression
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Second, our fits best represent equal-mass systems, and
although the masses in observed binaries do not differ
significantly, it is unlikely that LIGO sources have mass
ratio q¼ 1. Nevertheless, the quasiuniversal relations used
here continue to be valid also for systems with mass ratio
q≳ 0.8[13,17].
Our analytic waveforms also facilitate the interpretation

of the Monte Carlo results described below in terms of
the Fisher information matrix parameter estimates, which
broadly agree with the former (see Table I in the
Supplemental Material [27]), except for the soft EOSs.
(The Monte Carlo studies are significant, since Fisher
estimates, on their own, cannot be trusted when the SNR
is not very high.) For a source even at 50Mpc, the postmerger
signal alone will be difficult to detect in an aLIGO-like
detector. As an example, the postmerger waveform of the
H4 binary with average mass 1.325 M⊙ (H4-1325) has
j2~hðfÞf1=2j≃ 10−22=

ffiffiffiffiffiffi
Hz

p
at f ¼ f2 ≃ 2470 Hz, with the

frequency bin-width being δf ∼ 100 Hz. The aLIGO noise
amplitude at this frequency isShðf2Þ≃ 1.26× 10−46Hz−1,
thus yielding an SNR≃ j2~hðfÞf1=2j½δf=ðfShðfÞÞ%1=2≃1.8.
A small postmerger SNR, however, does not necessarily

imply that the observations contain no information. Rather,
small-SNR postmergers can provide constraints if combined
constructively over a population of such signals. As an
example, a Fisher-matrix analysis gives the 1 − σ error in
measuring f1 and f2 for a population of 100 H4-1325 BNSs
at 100 Mpc with optimal sky position and orientation to be

Δf1=f1 ≃ 10% and Δf2=f2 ≃ 1%, respectively, or Δf1 ≃
177 Hz and Δf2 ≃ 27 Hz in a single aLIGO detector (see
Table I in the Supplemental Material [27]). Exploiting the
quasiuniversal relations between f1,f2, and the compactness
(see the left two panels in Fig. 2 in the SupplementalMaterial
[27]), we can infer the error in C through error propagation.
For the aforementioned 100 BNS observations, we deduce
from the error in f2 (which is much better measured than f1)
that the fractional error in the measurement of the compact-
ness is as small as≈1.0%. Similar results are obtained for the
other EOSs and masses, and are listed in Table I in the
Supplemental Material [27]. These make the case, e.g., for a
thorough Monte Carlo investigation.
Radius measurement from a single BNS.—For the H4-

1325 BNS at 30 Mpc, optimally oriented and located in the
sky, the complete inspiral-merger-postmerger SNR ≈ 211,
even though the postmerger SNR ≈6.4, in the aLIGO-AdV
network. (Averaging over sky locations and orientations
will reduce these SNRs by a factor of 2.26 [8,30].) At such
a distance, the error in average binary mass is much smaller,
at 0.08%, and ΔC=C ≈ 0.9%. In this strong-signal case, the
radius error reduces to 0.9%, or 125 m. In a single aLIGO
detector, the error will rise to ≈215 m. This is roughly 2
times more accurate than the value given in Ref. [18], the
primary reason being that their waveforms are more rapidly
damped than ours, as noted above. Furthermore, while our
errors are estimated for the average radius of the parent
BNS, the error in Ref. [18] is estimated for the radius of a

FIG. 1. Top panels: Postmerger strain from NR waveforms for four EOSs and a representative mass of M̄ ¼ 1.325 M⊙; our analytical
ansatz is shown as a transparent line of the same color. Only the initial 12 ms of the complete 25 ms waveforms are reported to aid the
comparison. Bottom panels: Corresponding spectral amplitudes shown with the same color convention, superposed on the strain
sensitivity curves of aLIGO and the Einstein Telescope (ET) [28]. Similarly good matches are produced also for M̄ ¼ 1.250 M⊙
(cf. Table I and Fig. 3 in the Supplemental Material [27]).

PHYSICAL REVIEW LETTERS 120, 031102 (2018)
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M E A S U R E M E N T  O F  N E U T R O N  
S T A R  R A D I U S

constraints on NS 
radius : 9.1 km < R1, R2 
< 13.3 km 

softer EoS preferred 
(e.g. APR4) over stiffer 
ones (e.g. H4)
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Abbott+, arXiv 1805.11581 

3G network will determine the equation of state of 
ultra-dense matter and could reveal new states of matter in 

the QCD phase diagram
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C O N T I N U O U S  W A V E S ,  P U L S A R  
G L I T C H E S ,  M A G N E T A R  F L A R E S ,  …
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continuous wave sources 

EOS, elasticity (mountains) of 
phases; deformations and 
precession 

microphysics input: transport in 
cold matter (shear, bulk viscosities), 
neutrino cooling 

GR modeling of oscillations, 
stability and dependence on EoS 

effect of magnetic fields, spin-
evolution, magnetically induced 
deformations 

binary systems: dynamics, X-rays, 
spin-evolution, QPOs



N E U T R O N  S T A R  Q U A K E S

transients 

EOS of cold matter, superfluidity for glitches and relaxations, 
hot-matter in core-collapse 

microphysics of neutrino interactions in core-collapse, mutual 
friction in superfluids 

modelling magnetar oscillations and bursts 

modeling pulsar glitches, precession, elasticity 

beyond standard model physics GR 

effects of dark matter particles 

testing GR with observations of GW 

modeling phenomena in theories beyond GR

 107



S U P E R N O V A E

signature of physics of supernova 

progenitor mass  

proto-NS core oscillation modes 

core rotation rate 

mass accretion rate from shock 

geometry of collapse 

NS equation of state 

spectrum of GW signal 

following the phase evolution 

fate of collapse 

neutron star vs black hole formation
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S T A N D A R D  S I R E N  
C O S M O L O G Y
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G R A V I TAT I O N A L  W A V E S  
F R O M   C O M P A C T  B I N A R I E S  
A R E  S TA N D A R D  S I R E N S
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T E N S I O N  I N  H 0  M E A S U R E M E N T  
F R O M  C M B  A N D  S H 0 E S  P R O J E C T
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5-σ discrepancy in CMB vs 
SH0ES 
evidence of new physics

Abbott+, Nature (2017)



3 G  N E T W O R K  W I L L  D E T E C T  
M I L L I O N S  O F  M E R G E R S

 112

3G network will calibrate nearby supernovae, determine 
dark energy equation of state and its variation with redshift

Contours of constant signal-
to-noise ratio

Credit: Alberto Mangiagli Credit: Michele Maggiore



D I R E C T  C A L I B R A T I O N  O F  S N e  I A

 113

5

TABLE 1
Description of various detector networks used in this paper.

Network Detector location Detector sensitivity flow (Hz)

2G Hanford-USA, Livingston-USA, Italy, India, Japan aLIGO, aLIGO, AdV, aLIGO, KAGRA 10, 10, 10, 10, 1
3G Utah-USA, Australia, Italy CE, CE, ET 5, 5, 1

Hetero Utah-USA, Livingston-USA, Italy, India, Japan CE, Voyager, ET, Voyager, Voyager 5, 5, 1, 5, 5
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Fig. 1.— Projected number of rich galaxy clusters with dis-
tances calibrated by GW observation of binary neutron star merg-
ers (BNS), as a function of the ratio of rates of SNe Ia to BNS
mergers (8:1 in orange; 30:1 in light blue; 300:1 in magenta)
and duration of active GW observations with appropriate sen-
sitivity (DL  300 (h/0.72)�1 Mpc). Illustrated ranges are at
90%-confidence. Upper panel: Number of rich galaxy clusters at
z < 0.072 (out of 34 in the sample) with detected BNS mergers.
Lower panel: Rates of detection for SNe Ia in the BNS host clus-
ters, quoted as rates per cluster per year of optical observations.
Plot x positions have been adjusted for clarity; all simulations were
evaluated at integer years only. See text for discussion.

We note that 90%-confidence ranges on these num-
bers are larger than the Poisson error on the number of
SNe Ia would suggest, because fluctuations in the number
of BNS host clusters with GW distance measurements
typically dominates the overall uncertainty. Overall, as
a robust lower bound, Fig. 1 shows that the BNS ap-
proach can anticipate successful calibration of >1 SNe Ia
per cluster per year, or >10 SNe Ia per cluster for ten
years of optical observation.

In the next section, we compute error in the measure-
ment of distances to the nearby galaxy clusters hosting
binary neutron star mergers and see how accurately we
can estimate distances using various networks of GW de-
tectors.

4. DISTANCE MEASUREMENT ACCURACY USING
STANDARD SIRENS

Let us consider a population of binary neutron stars is
uniformly distributed in the comoving volume between
luminosity distance DL of 10 Mpc and 300 Mpc. As we
shall see below, for binary neutron star mergers closer
than about 300 Mpc the statistical error in the distance
measurement is well below systematic errors. Moreover,
at such distances we can approximate the luminosity
distance-redshift relation to be given by the Hubble-
Lemâıtre law DL = cz/H0 and we don’t need to worry
about cosmological e↵ects. Also, since we will be using
GWs to calibrate distance to SNe in the local universe,

this distance range in more relevant.
We assume neutron stars in the binaries to be non-

spinning, have fixed masses m1 = 1.45M� and m2 =
1.35M� and be located randomly on the sky; that is,
their declination ✓ and right ascension � obey uniform in
[�1, 1] in cos ✓ and uniform in [0�, 360�] in �, respectively.
Further, we assume that the cosine of the inclination an-
gle ◆ (the angle between binary’s orbital angular momen-
tum L and the line of sight N) is uniform in [�1, 1]. The
antenna pattern functions of GW detector also depend
on the polarization angle  , which sets the inclination of
the component of L orthogonal to N (see Sec. 4.2.1 in
Sathyaprakash & Schutz (2009)). We choose  to be uni-
form in [0�, 360�]. This constitutes the parameter space,
{m1, m2, DL, ◆, ✓,�, , tc,�c}, for our target binary neu-
tron stars, where tc and �c are the time and phase at the
coalescence of the binary and we set them to be zero in
our calculations. As binary neutron stars have long in-
spirals, we use 3.5PN accurate TaylorF2 waveform (Buo-
nanno et al. 2009) to model their GWs.

Fig. 2.— Cumulative distribution of network SNR for 2G, 3G,
Hetero networks, summarized in Tab. 1. A population of binary
neutron stars with masses 1.45M� � 1.35M� have isotropic sky-
locations and orbital inclinations and are uniformly distributed in
the co-moving volume between 10 Mpc and 300 Mpc.

Currently we have three second generation (2G) GW
detectors that are operational: advanced LIGO (aLIGO)
in Hanford-USA, aLIGO in Livingston-USA, and ad-
vanced Virgo (AdV) in Italy (Aasi et al. 2015; Acernese
et al. 2015). The Japanese detector KAGRA (Aso et al.
2013; Somiya 2012) is expected to join the network in the
third observing run, and the detector in the Indian conti-
nent, LIGO-India, is expected to be online by 2025 (Iyer
et al. 2011). Therefore, in a few years time we will have a
network of 2G detectors fully operational, observing the

Gupta+, in preparation



E X T R E M E  G R A V I T Y  
A N D  T H E  N A T U R E  

O F  S PA C E T I M E
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W H Y  T E S T  G E N E R A L  R E L A T I V I T Y

so far GR has passed all experimental and observational tests  

solar system tests, binary pulsars, black hole orbital dynamics, 
… 

but theoretical and observational problems exist 

generic prediction of singularity, black hole information loss, 
accelerated expansion of the Universe, non-detection of dark 
matter, … 

GR is violated in quantum gravity theories 

birefringence of gravitational waves in Chern-Simons theory 

violation of Lorentz invariance in Loop quantum gravity 

Planck-scale structure of black hole horizons
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P H A S E  S P A C E  O F  T E S T S  O F  G R

scale of curvature 

scale of curvature 

matter density ~ M/L3, R = (L3/M)1/2 

strength of surface gravity, also compactness and orbital 
speed 

scale of surface gravity determined by compactness, v2 
~ M/L ~ Φ  
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T Y P E S  O F  T E S T S

null tests of GR 

assume that GR is correct and look for small deviations from 
GR  

e.g. search for tails of gravitational waves 

tests of modified theories of gravity 

modified phase evolution or propagation  

could potentially arise from a modified gravity theories 

e.g. massive graviton, dipole radiation, scalar modes, 
Lorentz violation…
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3G network will test general relativity in regions of greatest 
curvature and surface gravity of any experiment



T E S T S  O F  T H E  B I N A R Y  B L A C K  
H O L E  I N S P I R A L  D Y N A M I C S
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bound higher-order PN coefficients

(Abbott et al. arXiv:1606.04856)
(Arun et al. 06 , Mishra et al. 10, !

Blanchet and BS 1995 
Arun+ 2006, Mishra+ 2010, 
Yunes and Pretorius 2009, Li+ 2012

deform PN coefficients 
from their GR  
value and look for 
these deviations; e.g.

'Newt ! 'Newt + �'Newt

wave tails

spin-orbit coupling
spin-spin coupling

spin precession

mass asymmetry

hereditary terms

absorption of radiation  
by black hole



T E S T S  O F  G R A V I T A T I O N A L  
W A V E  P R O P A G A T I O N

modified theories of gravity predict dispersion 

dispersion modifies the phase and frequency  

best constraints in the gravity sector for superluminal 
gravitational waves 

GW170104  bound on graviton mass:  mg < 7.7 x 10-23 eV

 120

E2 = p2c2 +Ap↵c↵, ↵ � 0

Abbott+ PRL, 118, 221101 (2017)

3G network will observe sources @ z~20 and  improve limit 
on graviton mass by  ~ two orders of magnitude 



T E S T  O F  T H E  S P E E D  O F  
G R A V I T A T I O N A L  W A V E S   

B A S E L I N E S  I N  
L I G H T  T R A V E L  
T I M E  ( M S )
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Bounding the Speed of Gravity with Gravitational Wave Observations
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The time delay between gravitational wave signals arriving at widely separated detectors can be used to
place upper and lower bounds on the speed of gravitational wave propagation. Using aBayesian approach that
combines the first three gravitational wave detections reported by the LIGO Scientific and Virgo
Collaborations we constrain the gravitational waves propagation speed cgw to the 90% credible interval
0.55c < cgw < 1.42c, where c is the speed of light in vacuum. These bounds will improve as more detections
aremade and asmore detectors join theworldwide network. Of order 20 detections by the twoLIGOdetectors
will constrain the speed of gravity to within 20% of the speed of light, while just five detections by the LIGO-
Virgo-Kagra network will constrain the speed of gravity to within 1% of the speed of light.
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The first detections of gravitational waves from merging
black hole binaries [1–3] have been used to test many
fundamental properties of gravity [3–6], and have been used
to place the first observational upper limit on the speed of
gravitational wave propagation [7]. In this Letter we set a
more stringent upper limit on the gravitational waves
propagation speed cgw by combining all the detections
announced to date, and by applying a full Bayesian analysis.
We also provide the first direct lower bound on the propa-
gation speed: cgw > 0.55c at 95% confidence. While there
are strong theoretical arguments that demand cgw ≥ c to
prevent gravitational Cherenkov radiation [8], the LIGO
detections provide the first direct observational constraints.
Gravitational waves generically propagate at a speed

different from c and with frequency dependence dispersion
relations in theories of modified gravity, see, e.g.,
Refs. [6,7,9–12]. Thus, a precise determination of cgw is
a test of gravitation complementary to other observations.
To quantify what “precise” tests mean for general relativity,
let us recall that some post-Newtonian parameters are
known to Oð10−4Þ [13], while cosmological or other
astrophysical observations typically constrain modifica-
tions to general relativity at the Oð10−2Þ level [14,15].
A convenient parametrization for theories preserving

rotation invariance is to write the dispersion relation as

ω2 ¼ m 2
g þ c2gwk2 þ a

k4

Λ2
þ % % % ; ð1Þ

where m g refers to the mass of the graviton, cgw is what we
call “speed” of gravitational waves, and the rest of operators
are wave-number-dependent modifications suppressed by a
high-energy scale Λ (for a parametrization in scenarios
breaking rotation invariance, see, e.g., Ref. [10]). Both m g
andΛ can be constrained by the absence of dispersion of the
waves traveling cosmological distances. The scale Λ is
already constrained to be very large [9], making it very
difficult to constrain the operator a. For the gravitonmass the
LIGO Scientific and Virgo Collaborations put the strong
boundm g < 7.7 × 10−23 eV=c2 [3].However, theparameter
cgw cannot be tested by dispersion measurements; other
methods are required [7].
Measuring cgw.—In the following we focus on possible

ways to directly measure cgw. Since the signals measured
by LIGO are dominated by the signal-to-noise accumulated
in a narrow band between 50–200 Hz, our time delay
bounds can be interpreted as constraints on the speed of
gravity at a frequency f ∼ 100 Hz. Since the LIGO bounds
constrain dispersion effects to be small over hundreds of
Mpc, they can safely be ignored on the terrestrial distance
scales we are considering. Note that the inference that the
observed signals come from hundreds of Mpc away relies
on waveform models derived from general relativity, and
may not apply to a theory that predicts cgw ≠ c.
The most obvious way to measure the speed of gravi-

tational wave propagation is to observe the same astro-
physical source using both gravity and light. However, for
the three gravitational wave detections that have been
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3G network will improve this limit by three orders of 
magnitude

S P E E D  O F  G R A V I T A T I O N A L  W A V E S  
F R O M  G W 1 7 0 8 1 7  A N D  G R B 1 7 0 8 1 7 A   
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�3⇥ 10�15  vGW � vEM

vEM
 7⇥ 10�16
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Abbott+ ApJ Letters, 848, L12 (2017)



Q U A S I - N O R M A L  M O D E S  A N D  
N O - H A I R  T E S T S

Dreyer+ 2004, Berti+ 2006, Berti+ 
2007, Kamaretsos+ 2012, 
Gossan+2012, Bhagwat+ 2017, 
Brito+ 2018

Deformed black holes emit 
quasi-normal modes 
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3G network is critical for unambiguous proof of the 
existence black holes and to explore structure of horizons

Credit: Richard Brito
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Testing the no-hair theorem with black hole ringdowns using TIGER
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The Einstein Telescope (ET), a proposed third-generation gravitational wave observatory, would
enable tests of the no-hair theorem by looking at the characteristic frequencies and damping times
of black hole ringdown signals. In previous work it was shown that with a single 500 � 1000M�
black hole at distance . 6 Gpc (or redshift z . 1), deviations of a few percent in the frequencies and
damping times of dominant and sub-dominant modes would be within the range of detectability.
Given that such sources may be relatively rare, it is of interest to see how well the no-hair theorem
can be tested with events at much larger distances and with smaller signal-to-noise ratios, thus
accessing a far bigger volume of space and a larger number of sources. We employ a model selection
scheme called TIGER (Test Infrastructure for GEneral Relativity), which was originally developed
to test general relativity with weak binary coalescence signals that will be seen in second-generation
detectors such as Advanced LIGO and Advanced Virgo. TIGER is well-suited for the regime of
low signal-to-noise ratio, and information from a population of sources can be combined so as to
arrive at a stronger test. By performing a range of simulations using the expected noise power
spectral density of Einstein Telescope, we show that with TIGER, similar deviations from the no-
hair theorem as considered in previous work will be detectable with great confidence using O(10)
sources distributed uniformly in co-moving volume out to 50 Gpc (z . 5).

PACS numbers: 04.25.dg, 04.80.Nn, 95.55.Ym, 04.80.Cc

I. INTRODUCTION

The no-hair theorem states that a black hole that has
settled down to its final stationary vacuum state is de-
termined only by its mass, spin and electric charge [1–5].
Astrophysical black holes are thought to be electrically
neutral so that only mass and spin need to be consid-
ered, leading to the Kerr geometry. When a black hole
is formed as a result of the inspiral and merger of two
other compact objects, it will undergo ‘ringdown’ as it
evolves towards its quiescent state. This process can be
modeled by considering linear perturbations of the Kerr
metric, or quasi-normal modes, which are characterized
by frequencies !lm and damping times ⌧lm [6–9]. Since
the underlying Kerr spacetime is only characterized by its
mass M and spin J , these frequencies and times are con-
strained by linearized general relativity to only depend
on these quantities through specific functional relation-
ships, so that observational tests of these dependences
would constitute a test of the no-hair theorem, and hence
of general relativity (GR);[61] this was first hinted at by
Detweiler [11], made concrete by Dreyer et al. [12], and
further explored in [13–15].

Recently Gossan, Veitch, and Sathyaprakash [16] inves-
tigated the possibility of performing this kind of test us-
ing Einstein Telescope (ET), a proposed third-generation
ground-based gravitational wave detector [23], as well
as with the space-based eLISA [28]. These authors
evaluated two methods for checking the dependences
!lm = !

GR

lm (M,J) and ⌧lm = ⌧
GR

lm (M,J) predicted by

GR: Bayesian parameter estimation and model selection.
Specifically, one can write possible deviations from these
dependences as

!lm = !
GR

lm (M,J) (1 + �!̂lm), (1)

⌧lm = ⌧
GR

lm (M,J) (1 + �⌧̂lm), (2)

and then (a) calculate how well the dimensionless quanti-
ties �!̂lm, �⌧̂lm can be measured, or (b) compare the evi-
dences for two models: one where the �!̂lm, �⌧̂lm are free
parameters, and another in which they are all identically
zero, corresponding to the GR prediction. In practice,
the authors of [16] restricted their attention to the set

{�!̂22, �!̂33, �⌧̂22}. (3)

It was found that for black holes with masses in the range
500�1000M� at a distance of 6 Gpc, ET would allow for
measurements of �!̂22, �!̂33, and �⌧̂22 with accuracies of
a few percent for the first two parameters, and about 10%
for the third. (For comparison, boson stars in the same
mass range would cause �!̂22 and �⌧̂22 to be of order
1 [17].) With model selection and assuming a 500M�

black hole, a deviation of a few percent in �!̂22 could be
discriminated from GR with lnBdev

GR
> 10, were B

dev

GR
is

the Bayes factor, or ratio of evidences, for the model that
deviates from GR (with the variables in Eq. (3) as extra
free parameters) versus the GR model.
How frequently might one test GR in this way? Coales-

cence rates of intermediate-mass binary black holes which
would give rise to ringdowns with masses in the above
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m2 the progenitor component masses) from Kamaret-
sos et al. [15].[62] Here we will relax this assumption
and include the e↵ect of non-zero progenitor spins in the
waveforms, using more recent results. For spinning pro-
genitors, Kamaretsos, Hannam, and Sathyaprakash [44]
found that mainly A21 is strongly a↵ected, and a good
fit for all the relevant amplitudes is given by

A22(⌫) = 0.864⌫, (11)

A21(⌫) = 0.43
⇥p

1� 4⌫ � �e↵

⇤
A22(⌫), (12)

A33(⌫) = 0.44(1� 4⌫)0.45A22(⌫). (13)

A44(⌫) =
⇥
5.4(⌫ � 0.22)2 + 0.04

⇤
A22(⌫), (14)

where

�e↵ =
1

2

�p
1� 4⌫ �1 + ��

�
, (15)

with

�� =
m1�1 �m2�2

Min

. (16)

Here (m1,m2) and (�1,�2) are, respectively, the progen-
itor component masses and dimensionless spin magni-
tudes, and Min is the initial total mass of the system,
which to reasonable approximation we can take to be
equal to the mass of the final black hole.

For the frequencies !lm and damping times ⌧lm there
also exist good fits, which can be expressed through the
quality factors Qlm = !lm⌧lm/2:

M! = f1 + f2(1� j)f3 , (17)

Q = q1 + q2(1� j)q3 , (18)

where for the values of the coe�cients f1, f2, f3, q1, q2,
q3 we refer to [13]. Finally, there exists a simple fit for the
spin j of the final black hole in terms of the component
masses (m1,m2) and spins (~�1, ~�2) [45, 46], for which we
refer to [46].

For the simulated sigals, or injections, we choose pro-
genitor spins ~�1, ~�2 from a distribution with isotropic
directions, and a Gaussian distribution for the magni-
tudes centered on 0.7, with standard deviation 0.2 and
hard cut-o↵s at 0.5 and 0.99 [47]; note that the value
of 0.7 roughly corresponds to what one gets from the
coalescence of non-spinning, equal mass binary black
holes. The mass M is drawn from a uniform distri-
bution between 500 and 1000 M�, and the mass ra-
tio q = m1/m2 from a uniform distribution between
0.3 and 1. Amplitudes are computed as in Eqs. (11)-
(16), where we take �1,2 = |~�1,2|, and the final spin
j is calculated from component masses and spins us-
ing the formula of Barausse and Rezzolla [46]. With
these choices for masses and spins, the characteristic fre-
quency f22 = !22/(2⇡) of the dominant ringdown mode
ranges from about 15 to 100 Hz, while the inspiral signal,
which ends roughly at fLSO = (63/2⇡M)�1, stays below
the lower cut-o↵ frequency of 10 Hz and hence is never

in the sensitive frequency band. Redshifts are taken to
be between 1.5 and 5, and sources are placed uniformly
in co-moving volume assuming a ⇤CDM cosmology with
(⌦M,⌦⇤, h0) = (0.27, 0.73, 0.70), so that luminosity dis-
tances approximately range from 10 to 50 Gpc. Since
part of the exercise is to stress-test the TIGER frame-
work, we only analyze sources with signal-to-noise ratio
(SNR)< 30, corresponding to a minimum angle-averaged
distance of 14.97 Gpc (z = 1.90). Sky positions (✓,') and
orientations (◆, ) are drawn from uniform distributions
on the sphere. To gauge our sensitivity to deviations in
!22(M, j), !33(M, j), and ⌧22(M, j), we introduce con-
stant relative shifts �!̂22, �!̂33, and �⌧̂22 as explained in
the introduction.

For the templates, we only take �e↵ and j to be the
spin-related free parameters, as the progenitor compo-
nent spins ~�1 and ~�2 will not be separately measurable
from a ringdown signal alone.[63] The free parameters for
the waveform model corresponding to the GR hypothesis
HGR are then

~✓GR = {M, ⌫, j,�e↵ , DL, ✓,', , ◆,�, t0} , (19)

where t0 is the time of arrival of the signal at the detector.
The prior on M is chosen to be uniform between 300 and
1200 M�, and the one for the symmetric mass ratio ⌫
is flat between 0.01 and 0.25; in terms of the mass ratio
q = m1/m2 this range corresponds to 0.01 . q  1.
The prior on j is uniform between 0.01 and 0.99, and the
one on �e↵ is uniform between �1 and 1. Sky positions
and orientations are taken to be uniform on the sphere,
and the prior on distance is uniform in co-moving volume
between 8 and 60 Gpc. t0 is taken to be in a window of
width 100 ms.

C. TIGER for ringdown

To apply TIGER in the context of ringdown, we in-
troduce the same parameterized deformations of the
waveform as in [16], namely the ones of Eqs. (1)-(3).
The parameter spaces corresponding to the various sub-
hypotheses Hi1i2...ik of HmodGR are given by

H1  ! {~✓GR, �!̂22},
H2  ! {~✓GR, �!̂33},
H3  ! {~✓GR, �⌧̂22},
H12  ! {~✓GR, �!̂22, �!̂33},
H13  ! {~✓GR, �!̂22, �⌧̂22},
H23  ! {~✓GR, �!̂33, �⌧̂22},
H123  ! {~✓GR, �!̂22, �!̂33, �⌧̂22}.

(20)

Given a detection dA, the corresponding Bayes factors
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B
1

GR
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B
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which ends roughly at fLSO = (63/2⇡M)�1, stays below
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tances approximately range from 10 to 50 Gpc. Since
part of the exercise is to stress-test the TIGER frame-
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nent spins ~�1 and ~�2 will not be separately measurable
from a ringdown signal alone.[63] The free parameters for
the waveform model corresponding to the GR hypothesis
HGR are then

~✓GR = {M, ⌫, j,�e↵ , DL, ✓,', , ◆,�, t0} , (19)

where t0 is the time of arrival of the signal at the detector.
The prior on M is chosen to be uniform between 300 and
1200 M�, and the one for the symmetric mass ratio ⌫
is flat between 0.01 and 0.25; in terms of the mass ratio
q = m1/m2 this range corresponds to 0.01 . q  1.
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and orientations are taken to be uniform on the sphere,
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between 8 and 60 Gpc. t0 is taken to be in a window of
width 100 ms.
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To apply TIGER in the context of ringdown, we in-
troduce the same parameterized deformations of the
waveform as in [16], namely the ones of Eqs. (1)-(3).
The parameter spaces corresponding to the various sub-
hypotheses Hi1i2...ik of HmodGR are given by
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range are highly uncertain [18–20]; ET may see between
a few and a few thousands per year [21, 22]. Gossan et
al. considered single, relatively loud sources, but one will
also want to combine information from multiple, possi-
bly weak signals out to large distances so as to maximally
exploit the available set of detections. Since deviations
from the no-hair theorem may be such that �!̂22, �!̂33,
and/or �⌧̂22 take on di↵erent non-zero values for di↵erent
sources, when doing parameter estimation it will not be
possible to combine posterior probability densities from
multiple events unless one already assumes GR to be cor-
rect. On the other hand, although Bayesian model selec-
tion does lend itself quite easily to the utilization of all
available detections, if one lets {�!̂22, �!̂33, �⌧̂22} (and
possibly more of the �!̂lm, �⌧̂lm) vary all at the same
time, one may be penalized if the corresponding model
is insu�ciently parsimonious, i.e. if the correct model
involves a smaller number of additional parameters.

In [29–33], a more general algorithm for testing GR was
developed, called TIGER (Test Infrastructure for GEn-
eral Relativity). Take a gravitational waveform model
as predicted by GR, and introduce deformations param-
eterized by dimensionless quantities �⇠i, i = 1, 2, . . . , NT

such that all of the �⇠i being zero corresponds to GR be-
ing correct. One can then ask the question: “Do one or
more of the �⇠i di↵er from zero?” Let us denote the corre-
sponding hypothesis by HmodGR, and the GR hypothesis
by HGR. Now, there is no waveform model that corre-
sponds to HmodGR. However, as shown in [29], one can
define logically disjoint ‘sub-hypotheses’Hi1i2...ik , in each
of which a fixed set of parameters {�⇠i1 , �⇠i2 , . . . , �⇠ik} are
non-zero while �⇠j = 0 for j /2 {i1, i2, . . . , ik}. There are
2NT � 1 such sub-hypotheses, corresponding to the non-
empty sub-sets of the full set {�⇠1, �⇠2, . . . , �⇠NT }. The
Hi1i2...ik do have waveform models associated with them
that can be compared with the data, and HmodGR can be
expressed as the logical union of all the sub-hypotheses:

HmodGR =
_

i1<i2<...<ik; kNT

Hi1i2...ik . (4)

Given a catalog of detections d1, d2, . . . , dN and whatever
background information I one may possess, one can then
compute the odds ratio for HmodGR against HGR:

OmodGR

GR
⌘ P (HmodGR|d, I)

P (HGR|d, I)

=
↵

2NT � 1

X

i1<i2<...<ik;kNT

NY

A=1

(A)
B

i1i2...ik
GR

.

(5)

Here ↵ is an unimportant scaling factor which below will
be set to unity, and the Bayes factors (A)

B
i1i2...ik
GR

for a
detection dA are given by

(A)
B

i1i2...ik
GR

⌘ P (dA|Hi1i2...ik , I)

P (dA|HGR, I)
, (6)

with P (dA|Hi1i2...ik , I) and P (dA|HGR, I) the evidences
for Hi1i2...ik and HGR, respectively. For basic assump-
tions and detailed derivations we refer to [29–31].
The TIGER formalism has been evaluated extensively

in the context of binary neutron star inspirals that will
be observed by second-generation detectors such as Ad-
vanced LIGO [34], Advanced Virgo [35], GEO-HF [36],
KAGRA [37], and LIGO-India [38]. In [29, 30] it was
shown that, thanks to the introduction of the Hi1i2...ik ,
the method avoids potential problems due to insu�cient
parsimony, is well-suited to dealing with weak signals,
and enables the discovery of a wide range of deviations
from GR, including ones that are well outside the par-
ticular parameterized waveform family used; moreover,
information from multiple sources can trivially be com-
bined.
However, TIGER is not tied to any particular gravi-

tational waveform model and can be applied to testing
the no-hair theorem with ringdown signals. Consider the
NT = 3 testing parameters of [16],

�⇠1 = �!̂22, �⇠2 = �!̂33, �⇠3 = �⌧̂22. (7)

HmodGR, the hypothesis that one or more of the �⇠i de-
viate from their GR value, is then the logical union of
23 � 1 = 7 sub-hypotheses H1, H2, H3, H12, H13, H23,
and H123. Here H1 is the hypothesis that �⇠1 6= 0 while
�⇠2 = �⇠3 = 0, H13 the hypothesis that both �⇠1 6= 0
and �⇠3 6= 0 but �⇠2 = 0, and similarly for the other sub-
hypotheses. In the above language, the model selection
set-up of Gossan et al. [16] only involved calculating, for
a single source, the Bayes factor

B
123

GR
=

P (d|H123, I)

P (d|HGR, I)
. (8)

It would be of great interest to see how our ability to
discern violations of the no-hair theorem with ringdown
signals would improve if the full formalism of TIGER
were brought to bear. This will be the main topic of the
present paper.
When evaluating the odds ratio OmodGR

GR
of Eq. (5) us-

ing one or more detected signals, we may find that there
is no reason to believe that GR is incorrect. However,
in that case it will still be of interest to measure �!̂22,
�!̂33, and �⌧̂22 for each source and combine the resulting
posterior density distributions so as to arrive at a joint
result for the entire catalog of detections. This we will
also do, and as we shall see, potentially tight constraints
can be set on these parameters.
This paper is structured as follows. In Sec. II we ex-

plain our assumptions regarding Einstein Telescope as
well as our waveform models for signals and templates,
and the set-up of the simulations. In Sec. III we evalu-
ate TIGER’s ability to perform tests of the no-hair the-
orem. The possibility of precision measurements of the
free parameters in case we have no reason to doubt GR
is discussed in Sec. IV. Sec. V provides a summary and
conclusions.

Gossan+ 2012, Meidam+ 2014
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FIG. 8: Top panels: Posterior density functions for �!̂22 (left), �!̂33 (middle), and �⌧̂22 (right), both for a single source at a
distance of 20.69 Gpc (z = 2.47) with an SNR of 19.14, and for a catalog of 20 sources. Bottom: Evolution of medians and
95% confidence intervals of PDFs as more and more sources are included.

is visible. In reality one would also expect lighter systems
to be seen, for which one would want to utilize informa-
tion from the inspiral and merger regimes as well. Given
appropriate GR waveform models (as are likely to become
available on the timescale of ET) it should be possible to
put extremely stringent restrictions on GR violations by
using the thousands of stellar-mass binary coalescence
events that ET will plausibly observe. However, as we
have shown, even events where only the ringdown can be
accessed will separately allow for interesting tests of the
strong-field dynamics of GR.

Finally, as found in [16] for the case of single systems
with M ⇠ 106 M�, eLISA will be able to perform tests
of the no-hair theorem at a comparable level of accuracy
as ET with M ⇠ 103 M�. Since the detection rate for
such sources with eLISA may be in the order of tens
per year [60] (i.e. what we assumed for ET in this pa-

per), results from TIGER, including the combining of in-
formation from multiple sources, should also be similar.
Detailed investigations are left for future work.
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E X T R E M E L Y  C O M P A C T  O B J E C T S
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3G network could discover extremely 
compact objects such as Boson stars, 

strange stars, gravastars, worm holes, …

Credit:Paolo Pani

exploring particle physics 
theories 

axions, ultra-light bosons, 
consequence of new 
interactions on two-body 
dynamics and population 
characteristics 

objects made of new matter 

fundamental strings, 
boson stars, strange 
stars, gravastars



G R A V I T A T I O N A L  A T O M S  A N D  
B L A C K  H O L E  S U P E R  R A D I A N C E

axionic fields of Compton wavelength ~ black hole horizon form 
a gravitational atom 

they can extract black hole’s angular momentum via 
superradiance
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Arvanitaki+ Phys. Rev. D83  (2011)
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Gupta+, in preparation



N E U T R O N - S T A R  I M P L O D I N G  
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Gupta+, in preparation



G R A V I T A T I O N A L  A T O M S  A N D  
S U P E R  R A D I A N C E
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3G network will explore properties of dark matter not accessible to 
any other experiment

Baryakhtar+ Phys. Rev.  D96 (2017)



P R I M O R D I A L  B L A C K  H O L E S  A S  
D A R K  M A T T E R

sub-solar black holes 
cannot form by stellar 
evolution 

must be primordial in 
origin 

3G detectors can probe 
existence of light black 
holes 
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3G network would settle the question if LIGO-Virgo black 
holes constitute dark matter and are primordial in origin 

Credit:Miguel Zumalacarregui



P R I M O R D I A L  
U N I V E R S E
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S T O C H A S T I C  B A C K G R O U N D  
L A N D S C A P E

slow-roll inflation 

stiff equation of state 

axion inflation 

early universe phase 
transitions 

cosmic strings
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E X P L O R E  F U N D A M E N T A L  P H Y S I C S  
A T  H I G H E S T  E N E R G Y  S C A L E S
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3G network will explore laws of physics at energy 
scales inaccessible to particle accelerators and potentially 
discover remnants of phase transitions and new physics

Credit: Paul Shellard



G U A R A N T E E D  S C I E N C E  
R E T U R N S

study the nature of black holes, test the no-hair theorem and 
gravity in ultra strong fields 
explore the state of ultra dense nucleons and the origin of 
heavy elements 
reveal phase transition from nucleons to free quarks and insight 
into the QCD phase diagram 
determine H0 and the nature of dark energy equation of state 
and its variation with redshift 
detect gravitational waves from supernova and determine the 
physics of core-collapse supernova 
provide a new tool for measuring distances to cosmological 
sources
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O P P O R T U N I T Y  F O R  N E W  
D I S C O V E R I E S  

gravitational window is a completely different observational tool 
compared to em window 

experience tells us that each observational window had led to 
discoveries never imagined before 

x-ray, radio, infra-red, gamma-ray, cosmic rays, … 

gravitational wave detectors, especially at good sensitivities, 
should be expected to make new discoveries 

could lead to new physics that help us understand missing 
links in fundamental physics and astrophysics
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W H AT  C A N  G W  O B S E R V AT I O N S  
T E A C H  U S ?
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❖ fundamental physics 
❖ equation of state of ultra dense matter, dark energy EoS 

❖ gravastars, wormholes, …, testing non-BH paradigms? 

❖ astrophysics 
❖ formation and evolution of compact binaries, GRB engines, 

supernovae 

❖ cosmology 
❖ primordial and astronomical GW backgrounds  

❖ primordial origin of black hole binaries 

❖ standard siren cosmography



A S T R O 2 0 2 0  W H I T E  P A P E R S
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