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Definition of the model - Growth rules
Begin with a single rooted leaf. Attach (randomly) a new edge to
» an internal edge with weight o
> a leaf with weight 1 — o
where 0 < a < 1.

Weight =1
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Relation to the vertex splitting model

The a—model is a limiting case of a tree growth model introduced
by David et al. in arXiv:0811.3183v3 [cond-mat.stat-mech].
[Remember Thordur Jonsson's talk!]
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Relation to the vertex splitting model
The a—model is a limiting case of a tree growth model introduced
by David et al. in arXiv:0811.3183v3 [cond-mat.stat-mech].
[Remember Thordur Jonsson's talk!]
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Relation to the vertex splitting model

» Interesting relation since the a—model is simple.
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Relation to the vertex splitting model

» Interesting relation since the a—model is simple.

» Gives insight into the more complicated vertex splitting model.

» What allows one to do calculations in the a—model is a
property called Markovian self-similarity which is in general
not present in the vertex splitting model.
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Markovian self similarity

» Call the set of rooted, binary, planar trees on 7 leaves T),.

» The ae—model growth rules induce a probability distribution
Pa,n on Tp,. We write formally

Pa,n — Z pa,n(T)T- (1)
7€Th
and call P, ,, a random tree on n leaves with prob. dist. pu n.

» Introduce an operation * on trees, which joins them by the
root —» compatible with the sum and scalar product in (1).
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Markovian self similarity

Proposition (Ford) The random tree P, satisfies the recursion

Pa,n = Z Qa(nla n2)Poc,n1 * Pa,nz (2)

ni+ns=n

with

qa(nl,nz) = ! (gl—‘a(nl) I‘D‘(nZ) + (1 _ 2&) 1 Fa(‘n]_) Pa(nz) )

Ca(n) n! ny! n(n —1) (ny — 1)! (ny — 1)!
and

I'a(n) =(n—1-a)(n—-2—a)---(2—a)(l—a), and Ty(1l)=1.



Markovian self similarity

Proposition (Ford) The random tree P, satisfies the recursion

Pa,n = Z Qa(nla n2)Poc,n1 * Pa,nz (2)
ni+ns=n
with
_ nl aTq(n1) Ta(n2) B 1 Ta(n1) Ta(ng)
9a(n1,n2) = 700 <2 ml ot T2 e G = 1)1 (s — 1)!)
and

I'a(n) =(n—1-a)(n—-2—a)---(2—a)(l—a), and Ty(1l)=1.

Definition A random tree for which there exists a function q such
that (2) holds is called Markovian self similar.



Weak convergence of the finite volume measure
Let T' be the set of all rooted planar binary trees.

Define a metric on T d(1,7') = inf{

g | Ba(r) = Ba(r)

Bpg(T) a subtree of T spanned by vert.
of graph dist. < R from root.
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Weak convergence of the finite volume measure
Let T' be the set of all rooted planar binary trees.

Define a metric on T d(1,7') = inf{

g | Ba(r) = Ba(r)

Bpg(T) a subtree of T spanned by vert.
of graph dist. < R from root.

Proposition For 0 < a <1 the probability measure py n conv.
weakly (in the topology generated by d) as m — 0o to a measure
P Which is concentrated on trees with exactly one path to infinity
to which finite trees are attached, i.i.d. by

To(|7])
7!

p(r) =

Do,|7(T), |T| = {f leaves in 7.
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Special cases

a=1: acomb with single leaf teeth — d; = dgy = 1.
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Special cases

a=1: acomb with single leaf teeth — d; = dgy = 1.

a=1/2: generic tree — d; =4/3, dg = 2.

PP
? © ©
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Outline of proof of convergence:

The metric space (T, d) is compact so it is sufficient to prove for
all R > 1 the convergence of the probability

Parn({T € T | Br(T) = 10}) =: p&a(0)

as n — oo for any tree 1y of height R
[Remember Bergfinnur Durhuus’ talk!].
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Outline of proof of convergence:

The metric space (T, d) is compact so it is sufficient to prove for
all R > 1 the convergence of the probability

Parn({T € T | Br(T) = 10}) =: p&a(0)

as n — oo for any tree 1y of height R
[Remember Bergfinnur Durhuus’ talk!].

Markovian self similarity allows us to prove this by induction on R.

» It clearly holds for R = 1.
» Assume it holds for some R.

» Take a tree Ty of height R + 1. It can be written as
Top = T1 * T2 where 71 and 72 have height < R.
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Outline of proof of convergence:

R+1
) = S galna, na)plio, (11)p 0, (2)
ni+nas=n
_ nl aT'q(n1) Ta(n2) 1 Fa(n1) Ta(ng)
da(mm2) = 50y <2 wl ot T2 e T (- 1) (s - 1)!)

All except finite (but arbitrarily large) mass goes to either 71 or T2

— convergence follows from ind. hyp.
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Outline of proof of convergence:

R+1

P (10) = P (11) S ga(00, m2)Dl, (2) + (11 © 72)

o |

n2

qa(oo’n2) = 2 na!

All except finite (but arbitrarily large) mass goes to either 71 or T2

— convergence follows from ind. hyp.
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Conclusions

» We have proven convergence of the finite volume measure
generated by the growth rules of the a—model for 0 < a <1
and characterized the limiting measure.

» Possibility of a better understanding of the vertex splitting
model.

» Work in progress: What are the dimensions ds and dg of the
infinite a—trees? Is it true that dg = 1/a? At least for a =1
and o = 1/2.

2

» Conjecture: ds = T a

» o =07
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