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Clustering: 

An unsupervised learning task 



Motivation 
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I dont’t just  

like sport! 
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Example of   

supervised learning 



Clustering: an unsupervised learning 
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An unsupervised 

learning task 



What defines a cluster ? 
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Hope for unsupervised learning 
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Other (challenging!) clusters to discover 
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Analysed  by your eyes 



Other (challenging!) clusters to discover 
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Analysed  by clustering  algorithms 
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k-means  

clustering algorithm 
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k-means clustering algorithm 
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K-means as coordinate descent algorithm 
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Convergence of k-means 
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Because we can cast k-means as coordinate  

descent algorithm we know that we are  

converging to local optimum 
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Crosses: initialised centers 



Smart initialisation: k-means++ overwiew 
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Smart initialisation: k-means++ overwiew 
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Assessing quality of the clustering 
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K-means objective 
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Cluster heterogeneity 
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What happens to heterogeneity as k increases? 
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How to choose k? 
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Probabilistic approach:  

mixture model 
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Mixture models 
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Application: clustering images 
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Single RGB vector per image 



Application: clustering images 
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We see that they are grouping! 

But not easy to distinguish between groups 



Application: clustering images 

18/01/2022 

49 

 

In this dimmension  

separable groups! 



Model for a given image type 

18/01/2022 

50 

 



Model for a given image type 

18/01/2022 

51 

 



Application: clustering images 
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Mixture of Gaussians 
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Application: clustering documents 
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Inferring soft assignments with 

expectation maximization (EM)  

 



Inferring cluster labels 
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Part 1: Summary 
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Then split into separate tables and consider them independently. 
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Part 2a : Summary 
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Part 2b: Summary 



Expectation maximization (ME) 
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Mixed membership models     

for documents 
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Mixed membershio models 
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Model for „bag-of-words” 
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Hierarchical clustering 

 



Why hierarchical clustering 
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Two main types of algorithms 
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Divisive clustering 
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Divisive: Recursive k-means 

18/01/2022 

128 

 



Divisive: Recursive k-means 

18/01/2022 

129 

 



Divisive: choices to be made 
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Cluster of clusters 

18/01/2022 

136 

 



The dendrogram 
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Agglomerative: choices to be made 
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More on cutting dendrogram 
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Computational considerations 

18/01/2022 

141 

 


